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Preface

The Centre of Excellence Defence Against Terrorism (COE-DAT) is pleased 
to present this book on the topic of The Weaponization of AI: The Next Stage of 
Terrorism and Warfare 

The evolution of humankind throughout history has been affected and urged 
by many challenges from natural causes to technological advancements or even 
sociological thinking. We have been adapted to the ever-changing environment and 
exploited innovations. Today’s challenges are no different at all, climate change, 
mass migration, evolving new technology have been with us so far, their evolvement 
however increased tremendously in size and are happening with light-speed. That 
requires us not only to adapt, but also to foresee the future and predict the effects in 
order to provide timely answers for the upcoming risks and threats that may come in 
to our life sooner than we expect. With the emerging new technological advance, we 
see Artificial Intelligence conquers all parts of life with unstoppable and great effects, 
both positive and negative. As scientists employ AI with the aim of developing and 
perfecting the tech-support and services to society, like better healthcare, energy 
production, communication etc., also there are numerous groups planning to use or 
already using AI with the aim of destruction.

Understanding the risk we already learned and looking into the near-future we 
can agree, that AI will have also great effects on terrorist groups and fighting against 
them. In order to analyse the lessons identified and to provide advice on possible 
courses of actions to decision makers in the Alliance, COE-DAT launched a research 
project in close coordination with and led by US AWC SSI. The research took a year 
and concluded in this study with the aim of serving the Alliance and Partner Nations 
to enhance their capabilities in their fight against terrorism.    

							     

Halil Sıddık AYHAN
Colonel (TUR A)
Director COE-DAT
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CHAPTER 1

INTRODUCTION: TERRORISM AND ARTIFICIAL 
INTELLIGENCE

Dr. C. Anthony Pfaff*

Introduction
Imagine a scenario in which a terrorist organization harnesses the power of artificial 

intelligence (AI) to orchestrate a complex, catastrophic attack. By utilizing advanced machine-
learning (ML) algorithms to analyze vast amounts of social media data, the terrorists identify 
key influencers and potential recruits, some within the government, who are dissatisfied 
with government policies or sympathetic to the terrorist cause. By automating the creation 
of tailored propaganda, they disseminate persuasive content across multiple platforms, 
effectively radicalizing individuals and setting conditions for unrest. Those dissatisfied 
government workers provide access to critical law-enforcement and military systems.

At the same time, the group employs AI-driven tools to conduct cyberattacks on critical 
infrastructure. Using neural networks to identify vulnerabilities in power grids and transportation 
systems, the group conducts a coordinated cyber assault to create widespread chaos by, for 
example, paralyzing a city’s water supply system. As security agencies respond, the group 
issues deepfake videos of the police and the military abusing citizens or otherwise violating the 
law. These videos then trigger those dissatisfied citizens and government workers into acting. 
Widespread protests threaten the government’s survival, while internal saboteurs prevent an 
effective response. Having accessed government systems, the terrorists use prompt injections 
to disrupt security agencies’ use of generative AI to respond to the growing crisis.

Such a scenario highlights how current  technologies enable terrorist groups to operate 
with unprecedented efficiency and effectiveness, making counterterrorism efforts increasingly 
complex. As AI technologies become ubiquitous in modern life, while making societies more 
prosperous they can also make them more vulnerable. These vulnerabilities arise in complex 
ways. As the above scenario suggests, terrorists can use AI to improve their operations while 
exploiting the public and private use of AI to their own ends.
*	 The information and views expressed in this publication are solely those of the author and do not 

necessarily represent the views and policies of NATO, COE-DAT, NATO member states or institutions 
with which the author is affiliated.
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It is worth asking if such a scenario is possible, why hasn’t an incident occurred? But there 
have been elements of this type of attack, as when, in May 2021, a Russia-based criminal 
group called DarkSide shut down fuel provider Colonial Pipeline’s operations, sparking a 
brief panic.1 However, the type of coordinated attack that could force the change terrorists 
seek has not yet manifested. The answer, in part, lies in the technology. Like civil society, 
terrorists’ use of artificial intelligence may increase their capability, but it also increases their 
vulnerability. Moreover, for now there are limits to the acquisition and application of this 
technology that can constrain terrorist and counterterrorist use.

This edited volume examines how terrorist groups can adopt AI technologies to increase 
operational effectiveness, from recruiting and radicalization to disinformation operations and 
attacks on critical infrastructure. It also examines how governments and security agencies can 
employ AI-enabled advanced analytics, surveillance techniques, and predictive modeling to 
disrupt terrorist attacks and dismantle terrorist networks. Finally, it considers the legal and 
ethical implications of responding to terrorist use of AI, as moral, ethical, and legal legitimacy 
is the most important defense NATO members and their citizens have against terrorism. 

This introduction first clarifies the operating environment where the discussion will occur 
by specifying key terms of reference. It then discusses the nature of terrorism to provide an 
understanding of how AI integration can make terrorists and counterterrorists more effective 
and vulnerable. While this discussion is not a technical one, understanding AI integration 
requires understanding how the technology works and the roles it can—and cannot—play. 
This part of the discussion introduces key concepts associated with discriminator and 
generative AI models to inform the volume’s chapters, which collectively provide insights 
into how these technologies will shape the security environment of the near future.

Terms of Reference 

Key terms and phrases used in the AI and counterterrorism fields must be defined to 
avoid confusion, especially in international coalitions where various members understand the 
operational environment differently. Some NATO members, for example, may have different  
understandings of what counts as a threat, what to do about a threat, and what boundaries 
should be placed on using technology to combat such threats. A common vocabulary is, 
therefore, required to make the discussion intelligible. The official NATO terminology 
database, NATOTerm, provides standardized definitions and agreed-upon terminology among 
member states and is the foundational reference point for this project. Unless otherwise 
stated, the definitions below come from NATOTerm.2 

	 Acknowledgments: I would like to acknowledge the efforts of Lieutenant Colonel Paul Milas and Major 
Brennan Deveraux in compiling and editing the terms of reference.

1	 Scott Jasper, “Restraining Russian Ransomware,” Foreign Policy Research Institute, August 25, 2022, https://
www.fpri.org/article/2022/08/restraining-russian-ransomware/.

2	 “Welcome,” NATOTerm, n.d., accessed October 22, 2024, https://nso.nato.int/natoterm/content/nato/pages/
home.html.
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Artificial intelligence is “an interdisciplinary field, usually regarded as a branch of 
computer science, dealing with models and systems for the performance of functions 
generally associated with human intelligence, such as reasoning and learning.” As AI adapts 
and improves, its ability to mimic complex human behaviors will grow, increasing the utility 
to security and defense applications. One significant development is generative AI, a form of 
artificial intelligence that produces text, images, audio, and synthetic data from user prompts. 
Generative AI models produce creative and other specific outputs, making them valuable 
tools in everything from media production to counterterrorism strategies.3

A crucial subfield of AI is machine learning, which refers to “the process by which a 
functional unit improves its performance by acquiring new knowledge or skills, or by 
reorganizing existing knowledge or skills.” Machine learning represents the self-improving 
nature of AI systems, demonstrating how they evolve to become more effective without 
human involvement.

Algorithms are critical components of AI processes. An algorithm is a “finite ordered 
set of well-defined rules for the solution of a problem.” It provides the structure within 
which machines operate, enabling them to process data efficiently and achieve desired 
outcomes.

Data is the foundation of AI systems. Data is “a reinterpretable representation of information 
in a formalized manner suitable for communication, interpretation, or processing.” It is the 
raw material machines analyze to mimic human behaviors. Artificially intelligent systems 
would lack the necessary fuel to learn and operate without large amounts of data.

Large Language Models (LLMs) are a subset of generative AI focused on natural 
language processing. Large language models use vast amounts of data to “understand and 
generate human-like language outputs.”4 Unlike broader generative AI, which can create 
original content, LLMs are confined to language-related and text-related tasks. They operate 
within the bounds of the data they have been trained on, meaning they cannot generate novel 
information but rather work with existing data to produce humanlike responses.

Cyberspace is critical, as digital systems become increasingly important in security and 
counterterrorism efforts. Cyberspace is “the global domain consisting of all interconnected 
communication, information technology and other electronic systems, networks and their 
data, including those which are separated or independent, which process, store or transmit 
data.” Closely linked to cyberspace is cybersecurity, which is “the application of security 
measures for the protection of communication, information and other electronic systems, as 
well as the information that is stored, processed or transmitted in these systems concerning 
confidentiality, integrity, availability, authentication and non-repudiation.”

3	 George Lawton, “What Is Generative AI?: Everything You Need to Know,” Tech Target 2024, www.techtarget.
com/searchenterprise/definition/generative-AI.

4	 Monika Lončarić, “Understanding Large Language Models vs. Generative AI,” Infobip (blog), March 28, 2024, 
https://www.infobip.com/blog/large-language-models-vs-generative-ai.
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In this book, where AI intersects with security, terrorism is defined as the “unlawful 
use or threatened use of force or violence, instilling fear and terror, against individuals or 
property in an attempt to coerce or intimidate governments or societies, or to gain control 
over a population, to achieve political, religious or ideological objectives.” Terrorist tactics 
are often violent and intended to destabilize a population or government.

Counterterrorism encompasses “all preventive, defensive and offensive measures taken to 
reduce the vulnerability of forces, individuals and property against terrorist threats and/or acts, 
and to respond to terrorist acts.” This project explores potential counterterrorism strategies 
that incorporate AI to address the historical and emerging threats posed by terrorist groups 
and individuals. As AI transforms terrorism and counterterrorism operations, understanding 
these terms will be a prerequisite for grasping the complex interactions between technology, 
policy, and security measures.

These definitions serve as starting points. Several of the chapters highlight the limitations 
of some of these definitions, especially as technology progresses. Nonetheless, they are 
useful for framing the discussion regarding agents, means, and ends. As discussed, AI refers 
to using models comprised of algorithms and data, which are capable of learning to identify 
patterns that can make critical functions like attack planning or attack disruption more 
effective. Before turning to how AI carries out these activities, it is necessary to understand 
how terrorists and counterterrorists operate.

The Nature of Terrorism
The history of terrorism and NATO encompasses the threats individual member states 

face and the challenges directed at the Alliance. Initially established as a conventional 
military alliance to counter Soviet expansion during the Cold War, NATO was not primarily 
concerned with terrorism, which was less prevalent and more regionally confined. The 1980s, 
however, saw an increase in domestic and international terrorism affecting NATO members, 
prompting early discussions on security cooperation against this type of threat. Recognizing 
the growing threat, NATO incorporated counterterrorism measures into its broader security 
strategies, emphasizing intelligence sharing and collaboration among member states.5

The dissolution of the Soviet Union led to geopolitical shifts and the rise of new extremist 
groups, including al-Qaeda. Even before then, Europe was no stranger to terrorist activity. 
According to the Global Terrorism Database, there have been more than 22,000 terrorist 
incidents in Europe since 1970.6 While many of these incidents were conducted by separatist 
movements such as the Irish Republican Army (IRA) in the United Kingdom and the Basque 

5	 Bruce Hoffman, Inside Terrorism, rev. ed. (Columbia University Press, 2006), 65–78. 
6	 “World Trade Center Bombing 1993,” History, FBI, n.d., accessed October 14, 2024, https://www.

fbi.gov/history/famous-cases/world-trade-center-bombing-1993; and University of Maryland, Global 
Terrorism Database, n.d., accessed October 14, 2024, https://www.start.umd.edu/gtd/search/Results.
aspx?start_yearonly=&end_yearonly=&start_year=&start_month=&start_day=&end_year=&end_
month=&end_day=&region=9&region=8&asmSelect0=&asmSelect1=&dtp2=all&success=yes&casualties_
type=b&casualties_max=.
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separatist group Euskadi Ta Askatasuna (ETA) in Spain, since 2000, religiously and ethnically 
motivated violent extremists—many inspired by al-Qaeda and the Islamic State of Iraq and 
Syria (Da’esh)—have increased the number and lethality of attacks.7

This rise in the kind of terrorism that could trigger collective defense provisions in the 
NATO treaty affected NATO members profoundly. Rather than a law-enforcement problem to 
be handled by individual members, terrorist attacks had become a way for state and non-state 
adversaries to impact the Alliance’s cohesion and capabilities. As a result, NATO members 
enhanced their cooperative counterterrorism efforts, developing unified frameworks, including 
legislative measures and joint training programs to prepare against terrorist threats. In 2001, 
NATO invoked Article 5 for the first time and launched operations in Afghanistan under the 
International Security Assistance Force, which intended to dismantle terrorist networks and 
stabilize the region. This marked a significant shift for NATO as member states engaged 
directly in counterterrorism military actions beyond traditional collective defense roles.8

As described in NATO’s July 2024 counterterrorism policy, the Alliance has since expanded 
its focus to include military responses and addressing the underlying causes of radicalization. 
Initiatives include enhancing cyber-defense capabilities, improving intelligence sharing, and 
fostering resilience within member societies. The policy highlights NATO efforts on awareness, 
capabilities, and engagement. Awareness focuses on the evolving nature of the terrorist threat. 
The term capabilities refers to methods to prevent, protect, and respond to attacks. Engagement 
expands the diversity of partners and expertise available to the Alliance to improve awareness 
and capabilities.9 Technology will play an increasingly important role in these areas.

The success of terrorist groups often hinges on the ability to communicate ideology 
effectively, maintain a steady flow of recruits and resources, and execute well-planned 
operations. For terrorist groups to achieve these goals, they typically need to focus on several 
key factors. The first is a clear ideological framework that provides a narrative around which 
they can justify their actions, recruit new members, and build a base of support.10 For example, 
groups like Da’esh have used a combination of religious ideology and political grievances to 
rally support. In Africa, Da’esh affiliates like Boko Haram have grafted themselves onto local 
insurrections that draw their justification from economic marginalization.11

The second factor is effective recruitment and radicalization.12 Terrorist groups must 
continuously recruit new members to maintain their operational capacity, which involves 
finding individuals willing to join and radicalizing them to embrace an ideology. Techniques 
7	 Seth G. Jones et al., “Terrorism Trends in Europe,” in From the IRA to the Islamic State: The Evolving Terrorism 

Threat in Europe (Center for Strategic and International Studies, 2018), 7–12, http://www.jstor.org/stable/
resrep22489.5.

8	 “Countering Terrorism,” NATO, July 25, 2024, https://www.nato.int/cps/en/natohq/topics_77646.htm.
9	 NATO, “Countering Terrorism.”
10	 Hoffman, Inside Terrorism, 229–30.
11	 International Crisis Group, Exploiting Disorder: Al-Qaeda and the Islamic State, Crisis Group Special Report 

(International Crisis Group, March 2014), https://www.crisisgroup.org/sites/default/files/exploiting-disorder-al-
qaeda-and-the-islamic-state_0.pdf.

12	 Hoffman, Inside Terrorism, 232–33.
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can include publishing online propaganda, social media engagement, and outreach in 
communities vulnerable to radicalization.13 During the height of Da’esh’s operations in Iraq 
and Syria, the group leveraged social media to recruit more than 40,000 people from 110 
different countries.14

The third factor is ensuring adequate financial resources for the conduct of operations, 
procuring weapons, and sustaining the organization. Terrorist groups often diversify their 
funding sources, which can include donations, criminal enterprises like drug trafficking, 
smuggling, extortion, and sometimes state sponsorship. Maintaining a steady flow of funds 
enables them to execute planned operations effectively. More recently, some terrorist groups 
have used virtual assets like cryptocurrency to finance operations.15

Terrorists can use AI technologies to facilitate these operational functions in several 
ways. As this volume discusses, terrorists already use AI for information operations that 
support recruiting, financing, and messaging. While less evident in current practice, terrorists 
will eventually find more effective ways to integrate AI into operations. By employing ML 
algorithms, terrorists can analyze a vast amount of data to identify vulnerabilities, predict 
law-enforcement responses, and tailor their strategies to exploit weaknesses in national 
security frameworks.

Furthermore, integrating AI into recruitment and propaganda efforts enables these 
organizations to reach wider audiences and engage potential recruits more effectively. 
Ideally, effective counterterrorism operations would deter a group’s resort to terrorism and, 
failing that, disrupt its operations. Deterring terrorist organizations, however, does not work 
the same way it does for state actors. Many terrorist groups operate globally, in secret, and 
are willing to accept significant losses before altering their behavior. 16

Part of the problem is that, unlike with state actors, there are few demands one can make 
of terrorist organizations that they can accept. Terrorist objectives are political; however, their 
means are criminal. Organizations resort to terror because they believe there are no peaceful 
means to achieve those political objectives. For example, to the extent al-Qaeda believes the 
United States seeks its annihilation, it will have little reason to believe it can have a relationship 
with the United States where it is allowed to survive.17 The problem is not that their fanaticism 

13	 Jens F. Binder and Jonathan Kenyon, “Terrorism and the Internet: How Dangerous Is Online Radicalization?,” 
Frontiers in Psychology 13 (October 2022): doi: 10.3389/fpsyg.2022.997390.

14	 Antonia Ward, “ISIS’s Use of Social Media Still Poses a Threat to Stability in the Middle East and Africa,” 
RAND, December 11, 2018, https://www.rand.org/pubs/commentary/2018/12/isiss-use-of-social-media-still-
poses-a-threat-to-stability.html.

15	 “Fact Sheet: Countering ISIS Financing,” US Department of Treasury, February 27, 2024, https://home.treas-
ury.gov/system/files/136/Fact-Sheet-Countering-ISIS-Financing-2-27-24.pdf.

16	 Emma Farge and Nidal al-Mughrabi, “Gaza Death Toll: How Many Palestinians Has Israel’s Campaign Killed?,” 
Reuters, October 1, 2024, https://www.reuters.com/world/middle-east/gaza-death-toll-how-many-palestinians-
has-israels-campaign-killed-2024-07-25/; and Frank Harvey and Alex Wilner, “Counter-Coercion, the Power 
of Failure, and the Practical Limits of Deterring Terrorism,” in Deterring Terrorism: Theory and Practice, ed. 
Andreas Wenger and Alex Wilner (Stanford Security Studies, 2012), 98.

17	 Alex Wilner and Andreas Wenger, “Linking Deterrence to Terrorism: Promises and Pitfalls,” in Deterring 
Terrorism, 4.
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means they will bear any cost but rather that, unlike state actors, terrorists often do not have 
a ‘return address’.18 Without something fixed and necessary for their survival, like territory, it 
is unclear how to impose the costs necessary for effective deterrence.

While it may be difficult to impose costs on terrorist organizations sufficient to deter them, 
these costs may deter the individual actors associated with these groups. Terrorist groups are 
better thought of as systems comprised of multiple actors who have varying relationships with 
the organizations and their causes. Moreover, these multiple actors have varying vulnerabilities 
that can be exploited to disrupt terrorist organizations. While it may not be possible to deter 
suicide bombers—or the leaders who sent them—it may be possible to deter actors associated 
with the financing, logistics, and intelligence necessary to execute successful operations.19

It is also the case that success matters, in the short and long term. To garner support, terrorist 
groups need to be perceived as effective. For maximum impact, that effectiveness depends on 
making societies feel vulnerable, forcing governments to treat them as enemies rather than 
criminals.20 Terrorist groups whose attacks are frequently disrupted may decrease their operations 
tempo to decrease the chances of failure. Leaders may also refrain from certain operations if they 
are convinced they will not have the intended impact. If terrorist attacks fail to terrorize those 
whose decisions matter, then terrorists are incentivized to find alternative methods or targets. 
A defensive posture intended to decrease the likelihood of operational success, an offensive 
posture to increase the risk to specific members of a terrorist network, and effective information 
operations could, therefore, act as deterrent threats if one could signal that the threat exists and is 
significant enough to achieve effects terrorist leadership would not prefer.21

Moreover, people are often poor at estimating probability and often assign unwarranted 
levels of certainty (or uncertainty). Mistakes in assigning probabilities lead to additional 
errors as persons are typically risk averse. For example, terrorist leaders are likely to be risk 
averse when things are going well and more risk tolerant when things are going badly.22 The 
resulting equilibrium, where the greatest counterterrorism success does not prevent a certain 
level of terrorist operations, is unsustainable for state actors protecting their populations.

Deterring terrorist organizations depends on denying them the ability to operate or the 
benefits from their operations’ political effects. If the population is not terrorized, then 
terrorists cannot achieve their political goals, regardless of the severity of the attacks. 
Deterrence would likely not cause terrorist leaders to stop trying but rather to avoid risk. If 
senior leadership can be targeted directly, an agreement may be reached—even if tacit—to 
curtail operations. For this type of deterrence to be sustainable, however, the deterrer would 
likely have to accept the organization’s existence and avoid targeting senior leaders.

18	 Jeffrey W. Knopf, “Terrorism and the Fourth Wave in Deterrence Research,” in Deterring Terrorism, 21. 
19	 Knopf, “Fourth Wave,” 23.
20	 M. Cherif Bassiouni, “Terrorism: The Persistent Dilemma of Legitimacy,” Case Western Reserve Journal of 

International Law 36, no. 2 (2004): 303.
21	 Knopf, “Fourth Wave,” 25–27. 
22	 Janice Gross Stein, “Deterring Terrorism, Not Terrorists,” in Deterring Terrorism, 52–54.
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The Role of Technology
As stated above, AI technologies benefit both terrorists and counterterrorists. Before 

examining this evolution in more detail, how the technology works at a level where decisions 
can be made about its development and application must be understood. As used here, the term 
AI refers to a broad framework of systems that can efficiently perform tasks normally done 
by humans. Machine learning allows AI systems to perform tasks they were not explicitly 
programmed to do. Deep learning (DL) is a subset of machine learning that applies artificial 
neural networks that loosely replicate the structure of the human brain.23 This discussion focuses 
on discriminative and generative AI, as these two are the types of AI terrorists and counterterrorists 
typically apply. Discriminative AI models leverage traditional ML algorithms and DL models to 
classify and analyze existing data. In contrast, generative AI models primarily use advanced ML 
and DL techniques to create new content and synthesize existing data patterns.24

Both models leverage neural networks to perform their functions. Discriminator models 
also take advantage of other techniques for machine learning, however, such as logistic 
regression, which estimates the probability of an event occurring based on a given set of 
independent variables, support vector machines, which are used for classifying data, and 
decision trees, which can be used for regression and classification.25 Neural-network 
technology, inspired by the human brain’s structure and function, recognizes patterns in 
data and can be used by discriminative or generative models for image recognition, natural 
language processing, and other tasks.

A neural network consists of nodes arranged in layers that functionally resemble human 
brain neurons. As with the human brain, nodes receive an input signal and produce an output 
that becomes input for other nodes, including those in other layers. Each input is weighted, 
which affects how it influences a node’s output. Neural networks commonly contain at least 
three layers—the input, hidden, and output layers. The input layer is where data enters the 
network. Each neuron in this layer corresponds to a feature of the input data, such as pixels in 
an image. The hidden layers perform computations and extract features from the input data. A 
network can have one or many hidden layers. Finally, the output layer produces the network’s 
final output, such as classifying an image or generating a prediction.26

As data is fed into the network, it is processed by neurons whose connections to other 
neurons are weighted, which impacts the importance of input from one neuron to another. 
After receiving input, the neuron applies an activation function that determines whether 
23	 Andrew W. Trask, Grokking Deep Learning (Manning, 2019), 10–12. 
24	 “Discriminative AI vs. Generative AI: Keys to Understanding Them,” Plain Concepts, February 15, 2024, 

https://www.plainconcepts.com/discriminative-ai-vs-generative-ai/; and Stuart Russell and Peter Norvig, 
Artificial Intelligence: A Modern Approach, 4th ed. (Pearson, 2021), 727–28. 

25	 “What Is Logistic Regression?,” IBM, n.d., accessed October 25, 2024, https://www.ibm.com/topics/logistic-
regression; “What Are Support Vector Machines (SVMs)?,” IBM, n.d., accessed October 25, 2024, https://
www.ibm.com/topics/support-vector-machine; and “What Is a Decision Tree?,” IBM, n.d., accessed October 
25, 2024, https://www.ibm.com/topics/decision-trees.

26	 Keith Frankish and William M. Ramsey, eds., The Cambridge Handbook of Artificial Intelligence (Cambridge 
University Press, 2014), 52; “What Is a Neural Network?,” IBM, n.d., accessed October 21, 2024, https://www.
ibm.com/topics/neural-networks; and Russell and Norvig, Artificial Intelligence, 756–59.
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the neuron should produce an output. As the data propagates forward through the network, 
each neuron processes the inputs, applies its weight, and uses the activation function to 
produce an output that becomes an input for the next layer. Once the output layer generates a 
prediction, the network calculates the error or ‘loss’ by comparing the predicted output with 
the actual result: for example, against the correct label of an image. The network can then 
adjust the weights of the connections to minimize the loss using backpropagation.27 This 
technique involves propagating the error backward through the network and updating the 
weights accordingly. Training the model is simply going through forward propagation, loss 
calculation, and backpropagation many times. Over time, the neural network learns to make 
more accurate predictions by adjusting its weights.

Figure 1-1 (below) is a model used in target detection. In this case, as new images are 
captured from a sensor, they would be processed through the network, which would predict, 
with a degree of confidence, whether a particular target exists in the image or not.

Figure 1-1. Concept diagram of a deep neural network (Source: C. Anthony Pfaff et al., Trusting 
AI: Integrating Artificial Intelligence in the Army’s Professional Expert Knowledge [US Army War College 
Press and Strategic Studies Institute, February 2023], 30, https://press.armywarcollege.edu/monographs/959/)

The quality, quantity, and structure of the data used by these models are critical to their 
effectiveness. Models begin with structured or unstructured raw data. Structured data refers 
to information organized to fit a specific format. For example, a Microsoft Excel spreadsheet 
correlating terrorist attacks to the target type, weapons used, or times of day would be a 
structured dataset. Structured data can be easily searched, entered, stored, queried, and 
analyzed. Unstructured data is information that does not have a predefined format or 
organization, such as text, images, audio, and video. It is more complex and varied, making 
it difficult to process and analyze using traditional methods.28 Its output is probabilistic, as 
these systems can assign a confidence level to the output.

27	 Dave Bergmann and Cole Stryker, “What Is Backpropagation?,” IBM, July 2, 2024, https://www.ibm.com/
think/topics/backpropagation.

28	 Alex J. Gutman and Jordan Goldmeier, Becoming a Data Head: How to Think, Speak, and Understand Data 
Science, Statistics, and Machine Learning (Wiley, 2021), 16–17; and “Structured vs. Unstructured Data,” IBM, 
June 29, 2021, https://www.ibm.com/think/topics/structured-vs-unstructured-data.
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However it is structured, data must be processed to be useful; data must be curated to 
ensure it is accurate, complete, and relevant to the model’s purpose. Once collected, the data is 
prepared by checking for errors and removing redundant, incomplete, or incorrect entries. In 
some cases, datasets may be enriched by additional data from external sources.29 Once the data 
is prepared, one can use it in a selected learning algorithm to develop the candidate model for a 
specific application. For example, given the data represented in the Global Terrorist Database, 
a model would need to be able to select the data related to suicide attacks to identify patterns 
that contribute to or discourage such attacks. For those patterns to be useful, users must be 
reasonably confident that the data has been properly prepared and cleaned.

Data may need to be labeled as part of the curation and preparation process. In this context, 
curators may annotate entries or samples to indicate when they correspond to specific events 
or variables they aim to predict. Accurate labels are essential for supervised learning, where 
the ML algorithm requires a dataset with examples that clearly demonstrate the relationship 
between the predictors and the target variable to be predicted.30 Some newer DL methods like 
generative adversarial networks utilize “unsupervised learning” without human intervention 
and without labeled datasets to discover hidden patterns, structures, or relationships without 
any prior knowledge of what those patterns might be.31 For models to retain their utility, they 
should be continually retrained and validated due to data drift.

Data drift refers to a phenomenon in machine learning where the statistical properties of 
input data change over time, leading to a model’s performance degradation. Essentially, the 
data the model was trained on no longer matches the data it encounters in production, causing 
the model’s predictions to become less accurate or reliable. Two main types of data drift are 
covariate drift and concept drift. Covariate drift (also known as feature drift) occurs when the 
distribution of the independent variables (input features) changes, but the relationship between 
the features and the target variable remains the same. For example, a model that predicts 
housing prices based on variables such as size, age, and location may become less accurate 
if the distribution of those values differs from the actual market. Concept drift occurs when 
the relationship between the features and the target variable changes over time, meaning the 
underlying concept the model is trying to predict has shifted. For example, AI models that detect 
spam e-mails fail as spammers modify their messages to mimic legitimate e-mails better.32

In discriminator systems, managing drift is a function of monitoring the system’s precision 
and recall. Precision refers to the number of true positives among all positive predictions the 
system made. For example, an AI targeting system may accurately detect all the tanks in 
29	 The Fullstory Team, “What Is Data Processing: Definition, Steps & Methods,” Fullstory (blog), March 14, 

2024, https://www.fullstory.com/blog/what-is-data-processing/.
30	 IBM Data and AI Team, “Understanding the Different Types of Artificial Intelligence,” IBM, October 12, 2023, 

https://www.ibm.com/think/topics/artificial-intelligence-types.
31	 Apoorv Agarwal, “Demystifying AI: What Is Unsupervised Learning?,” The Relativity Blog, September 29, 

2021, https://www.relativity.com/blog/demystifying-ai-what-is-unsupervised-learning/.
32	 Hemant Rawat, “Detecting Data Drift in Machine Learning,” Medium, February 11, 2024, https://hemantra.

medium.com/detecting-data-drift-in-machine-learning-8ebb6212b034. The author owes this point to Dr. Chris 
Lowrance, United States Military Academy, e-mail message to author, October 25, 2024.
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a particular area. It is not very precise, however, if it also labels other things, like artillery 
pieces, as tanks. Precision is calculated by dividing the number of true positives—the total 
number of tanks in the area—by the sum of those true positives and the false positives. Recall 
measures the proportion of accurate predictions among all positive instances. For example, 
a system may accurately predict 8 out of 10 tanks in a particular area. The undetected tanks 
would be referred to as false negatives. Recall is calculated by dividing the number of true 
positives detected by the sum of true positives and false negatives. The total system score, 
often referred to as the F1-score, is calculated by multiplying the precision score and the 
recall score and dividing it by the precision score plus the recall score and multiplying it by 
two, to adjust for imbalances between false positives and negatives (2*(precision*recall)/
precision + recall).33

Depending on how their datasets were prepared and how the algorithms were trained, AI 
models can be prone to bias.34 If the dataset does not represent the real-world applications 
where the model will be used, it will likely produce biased results. For example, if the data 
used in the real-world application has a different distribution than the training data, the model 
may exhibit bias, since its dataset does not accurately reflect real-world conditions.35 This 
bias can be a problem in military and law-enforcement applications where images, words, 
and other tokens have different meanings than those found in its database, which will likely 
reflect more general, popular uses. For example, if users of a particular LLM prompt more 
for business strategy output, then military and law-enforcement users are more likely to 
get output that makes more use of business terms. Improving output for specific users thus 
requires creating an LLM from scratch or retraining the model to produce better results.

With generative AI, the prompts used for inputs will also provide a varying quality 
of results. The more information provided in a prompt, the better the model can predict 
relationships of words for the output. Therefore, knowing how to structure inputs properly 
is imperative to ensuring the model can correctly interpret and correlate it. Additionally, 
because the output of these models is based on probabilistic relationships, the models can 
be prone to ‘hallucinations’ where they generate incorrect outputs or use fabricated data just 
to complete an output. A 2023 study in the Natural Language Processing Journal of nine of 
the most popular LLMs noted that “[a]bout 46.4% of the texts generated had factual errors; 
52.0% had discourse flaws, such as self-contradictory statements; 31.3% contained logical 
fallacies.”36

33	 Stephen M. Walker II, “F-Score: What Are Accuracy, Precision, Recall, and F1 Score?,” KLU, n.d., accessed 
November 5, 2024, https://klu.ai/glossary/accuracy-precision-recall-f1; and “F1 Score in Machine Learning,” 
Deepgram, last updated June 18, 2024, https://deepgram.com/ai-glossary/f1-score-machine-learning.

34	 Karen Hao, “This Is How AI Bias Really Happens—and Why It’s So Hard to Fix,” MIT Technology Review, 
February 4, 2019, https://www.technologyreview.com/2019/02/04/137602/this-is-how-ai-bias-really-
happensand-why-its-so-hard-to-fix/.

35	 Lowrance, e-mail.
36	 Adrian de Wynter et al., “An Evaluation on Large Language Model Outputs: Discourse and Memorization,” 

Natural Language Processing Journal 4 (September 2023): 1, https://doi.org/10.1016/j.nlp.2023.100024.
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A Brief History of Artificial Intelligence and Terrorism
Terrorist use of AI is a relatively recent phenomenon, reflecting the broader integration of 

these technologies into various aspects of society. Before the widespread use of AI, terrorist 
groups began utilizing technology for communication, propaganda, and operational planning. 
This technology included the Internet, encrypted messaging, and basic data-analysis tools.37 
As the Internet became more accessible, terrorist and criminal organizations started engaging 
in cyberterrorism and targeted government websites, corporations, and critical infrastructure 
to disrupt services and spread fear. For example, the DarkSide attack on Colonial Pipeline 
operations sparked a brief panic that led to long lines at gas stations and some hoarding.38

The threat of cyberterrorism, however, has yet to materialize in a meaningful way. At 
the time of writing, no cyberterrorist attack has had a significant political effect. Whether 
committing such attacks is too technically difficult, not terrorizing enough, or undesirable for 
some other reason, terrorists have several challenges to overcome if this technology is to be 
an effective means to achieve their goals.39 This situation forced terrorist organizations to find 
other Internet uses, laying the groundwork for future AI integration. For example, with the 
rise of social media platforms in the 2010s, terrorist groups began using algorithms to spread 
propaganda and recruit new members.40 Even early on, Da’esh was able to exploit social 
media’s recommendation algorithms, which tend to reinforce users’ views, to radicalize tens 
of thousands of individuals. Due, in part, to the use of this technology, more than 50,000 
individuals traveled to Iraq and Syria to join the group.41 While not AI in the strictest sense, 
these algorithms were foundational for the future use of more advanced technologies. More 
recently, groups like Da’esh utilized automated ‘bots’, software applications that execute 
automated tasks on the internet that mimic human behavior at high speeds and large scales 
to amplify their messages on social media, increase visibility, and engage with potential 
recruits.42

Since the late 2010s and early 2020s, terrorist organizations have also started employing 
ML techniques to analyze large datasets, identify vulnerabilities, and optimize operations. 
Additionally, they have used AI to target potential recruits more effectively through 

37	 Lindsay Wade, “Terrorism and the Internet: Resistance in the Information Age,” in Technology and Terrorism, 
ed. David Clarke (Routledge, 2004), 115–42.

38	 Kimberly Wood, “Cybersecurity Policy Responses to the Colonial Pipeline Ransomware Attack,” The 
Georgetown Environmental Law Review, March 7, 2023, https://www.law.georgetown.edu/environmental-law-
review/blog/cybersecurity-policy-responses-to-the-colonial-pipeline-ransomware-attack/.

39	 Jeppe T. Jacobsen, “Cyberterrorism: Four Reasons for Its Absence—So Far,” Perspectives on Terrorism 16, no. 
5 (October 2022): 68–69.

40	 Todd Waskiewicz, “Friend of a Friend Influence in Terrorist Social Networks,” Homeland Security Digital 
Library, 2012, accessed October 22, 2024, https://www.hsdl.org/c/view?docid=744909; and Joe Whittaker, 
Online Radicalisation: What We Know (Publications Office of the European Union, 2022), https://home-affairs.
ec.europa.eu/system/files/2023-11/RAN-online-radicalisation_en.pdf.

41	 Whittaker, Online Radicalization, 9, 17–18.
42	 Abdullah Alrhmoun et al., “Automating Terror: The Role and Impact of Telegram Bots in the Islamic State’s 

Online Ecosystem,” Terrorism and Political Violence 36, no. 4 (2024): 411; and “What Is a Bot? 5 Common Bot 
Attacks: Detection & Management Options,” HUMAN Security, n.d., accessed October 22, 2024, https://www.
humansecurity.com/learn/topics/what-is-a-bot, accessed October 22, 2024. 
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personalized content and tailored messaging based on online behavior.43 The emergence of 
generative AI tools, such as ChatGPT, only amplifies these concerns. Terrorist organizations 
could use these technologies to create more persuasive propaganda and sophisticated 
disinformation campaigns or to automate the generation of instructional materials for attacks.

Perhaps most concerning is the use of AI in relatively cheap autonomous systems, 
especially armed, unmanned vehicles. The increasing availability of these systems equipped 
with AI for navigation and target recognition has raised fears that terrorist groups could use 
such technology for targeted attacks.44 Moreover, as organizations and governments adopt AI 
for cybersecurity, there are concerns that terrorists will use AI to develop more sophisticated 
cyberattacks, including hacking and data breaches.45 Terrorist organizations are becoming 
more adaptive, leveraging AI to refine their strategies and increase operational efficiency, 
including using AI for reconnaissance, targeting, and optimizing logistics.46

The use of AI to combat terrorism has also evolved significantly over the past two 
decades, particularly in response to high-profile terrorist attacks like those of September 11, 
2001, the rise of global terror networks like Da’esh, and advances in AI technology. After 
the September 11 attacks in the United States, counterterrorism efforts saw a rapid increase 
in surveillance and intelligence gathering. Artificial intelligence was in its nascent stages but 
began to be explored as a tool for processing the vast amounts of collected data.47 

In the early 2000s, AI was primarily used in data mining and predictive analysis. The goal 
was to sift through massive volumes of intelligence data, identify patterns, and predict potential 
terrorist activities. Machine-learning algorithms were used to help process communication 
data, track suspicious financial transactions, and identify potential threats from known 
terrorist networks. An early initiative, the Total Information Awareness program launched by 
the Defense Advanced Research Projects Agency (DARPA) in 2003 used AI to analyze large 
datasets, including e-mails, phone calls, and financial transactions, to identify potential terrorist 
threats. Due to privacy concerns, however, this controversial program was shut down in 2003.48

In the mid-2000s, governments worldwide began integrating AI into more targeted 
surveillance efforts like border security, airport screening, and facial recognition systems 

43	 National Counter-Terrorism Center (NCTC) et al., “First Responder’s Toolbox: Emerging Technologies 
May Heighten Terrorist Threats,” NCTC, October 14, 2022, https://www.odni.gov/files/NCTC/documents/
jcat/firstresponderstoolbox/134s_-_First_Responders_Toolbox_-_Emerging_Technologies_May_Heighten_
Terrorist_Threats.pdf.

44	 Alexander Blanchard and Jonathan Hall, “Terrorism and Autonomous Weapon Systems: Future Threat or 
Science Fiction?,” Centre for Emerging Technology and Security Expert Analysis, June 19, 2023, https://cetas.
turing.ac.uk/publications/terrorism-and-autonomous-weapon-systems-future-threat-or-science-fiction.

45	 National Cyber Security Centre (NCSC), The Near-Term Impact of AI on the Cyber Threat (NCSC, January 
2024), https://www.ncsc.gov.uk/report/impact-of-ai-on-cyber-threat.

46	 NCTC, “Emerging Technologies.”
47	 Philip A. Schrodt et al., “Data-Based Computational Approaches to Forecasting Political Violence,” in 

Handbook of Computational Approaches to Counterterrorism, ed. V. S. Subrahmanian (Springer, 2013), 132.
48	 Charles M. Vest and William J. Perry, “Appendix J: The Total/Terrorist Information Awareness Program,” in 

Protecting Individual Privacy in the Struggles Against Terrorists: A Framework for Program Assessment (The 
National Academies Press, 2008), 239–43.
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to detect potential terrorists before they could carry out attacks. Video surveillance systems 
enhanced by AI were developed to monitor public spaces and detect suspicious behaviors. 
These systems used ML algorithms to analyze real-time video footage and identify 
individuals conducting surveillance or reconnaissance for potential attacks. For example, the 
US Department of Homeland Security’s AI-driven Future Attribute Screening Technology 
initiative detects anomalous behaviors in individuals passing through airports or border 
crossings by analyzing physiological and behavioral cues to assess potential threats.49

As terrorist groups like al-Qaeda and, later, Da’esh increasingly turned to the Internet 
and social media for recruitment and propaganda, AI systems were adapted to monitor online 
activities, analyze sentiment, and detect potential radicalization. Thus, after 2010, there was 
a proliferation of AI applications that took advantage of ‘big data’. Artificial intelligence was 
used to monitor social media platforms for extremist content, track the spread of terrorist 
propaganda, and identify potential recruitment efforts. Natural language processing and 
sentiment analysis were deployed to detect shifts in online conversations that might indicate 
radicalization or attack planning. The tech start-up Insikt Intelligence was one of the first 
companies to use natural language processing to acquire content from social media to identify 
dangerous content or relationship patterns between individuals and organizations.50 Similarly, 
social media platforms like Facebook and Twitter (now X) began using AI algorithms to 
detect and remove extremist content.51

The rise of Da’esh in the mid-2010s prompted a significant increase in the use of AI to 
combat terrorism. The group was particularly adept at using social media to recruit followers 
and inspire attacks worldwide. In response, governments and tech companies began 
collaborating more extensively to combat the online threat. This partnering included using 
AI systems to detect Da’esh propaganda videos and block recruitment content. Machine-
learning algorithms were trained to recognize images, videos, and text associated with Da’esh 
and automatically remove it from platforms like YouTube, Facebook, and Twitter. Artificial 
intelligence also played a role in identifying networks of Da’esh sympathizers and tracking 
their online activities. Google’s ‘Jigsaw’ initiative developed the ‘Redirect Method’, which 
used AI to identify individuals searching for Da’esh-related content and redirected them to 
anti-extremist content.52 

More recently, AI has become integral to counterterrorism intelligence gathering and 
operational planning. As AI technologies matured, they were used for predictive policing, real-

49	 “Future Attribute Screening Technology Fact Sheet,” US Department of Homeland Security, November 18, 
2014, https://www.dhs.gov/archive/publication/future-attribute-screening-technology.

50	 United Nations Counter-Terrorism Center and United Nations Interregional Crime and Justice Research 
Institute, Countering Terrorism Online with Artificial Intelligence: An Overview for Law Enforcement and 
Counter-Terrorism Agencies in South Asia and South-East Asia (United Nations Office of Counter-Terrorism, 
2021), 20, 46.

51	 Terrorism and Social Media: #IsBigTechDoingEnough?: Hearing Before the Committee on Commerce, Science, 
and Transportation, United States Senate, 115th Cong. (2018), https://www.govinfo.gov/content/pkg/CHRG-
115shrg31316/html/CHRG-115shrg31316.htm.

52	 Terrorism and Social Media.
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time intelligence analysis, and autonomous surveillance systems like drones. Other applications 
include predictive policing, where AI is used to analyze patterns of terrorist activities and 
predict where and when future attacks might occur. By processing data from past attacks, travel 
patterns, financial transactions, and communications, AI can help law-enforcement and military 
counterterrorism forces allocate resources more effectively. Drones powered by AI are now used 
for surveillance in areas where terrorist groups operate; these drones can autonomously identify 
suspicious movements or patterns and alert human operators. Facial recognition enhanced by 
AI is widely used in airports and at border crossings to detect known terrorists or individuals 
on watchlists. Biometric data, such as fingerprints and iris scans, is processed by AI systems to 
cross-check databases and flag high-risk individuals.53

Still, terrorist applications of LLMs can pose a significant threat. In chapter 2, Sarah 
Lohmann examines how terrorists could manipulate LLMs by reverse engineering prompt 
injects to divert otherwise legitimate activities to terrorist ends. For example, instead of 
sending office supplies to Atlanta, a logistics company may suddenly send explosives to 
Washington, DC. Government logistics manifests using LLMs and AI can also be easily 
manipulated to cause shortages on military bases and divert the use of government goods to 
terrorist purposes.

In chapter 3, József András Uveges focuses on how terrorists can use AI for information 
operations. He observes that generative AI, coupled with access to large amounts of personal 
data, can increase the effectiveness of propaganda activities. Creating personalized text, 
images, and other content can make their media activities more effective and targeted. For 
example, terrorists can effectively create fake news or conduct disinformation campaigns, 
even against multiple targets or organizations, simultaneously.

In chapter 4, Gábor Nyáry examines how AI can transform terrorism at the enterprise 
level, allowing groups to operate more efficiently, effectively, and at larger scales. He argues 
that modern terrorist organizations are adaptive, innovation-driven entities that will leverage 
AI to create a ‘revolution in terrorist affairs’ that will enhance their operational capabilities, 
streamline communication, and optimize resource allocation, allowing them to operate on 
the scale of a large corporation. This evolution signifies a shift from traditional methods of 
operation, emphasizing the need for governments and security agencies to adapt and innovate 
in their counterterrorism approaches to mitigate the risks posed by these technologically 
empowered entities.

Chapter 5 begins the discussion of counterterrorist use of AI. In this chapter, Thomas 
W. Spahr describes initiatives to use AI to manage large volumes of data to target terrorist 
planning attacks. Multiple case studies, such as Project Maven and Raven Sentry, which have 
aided in targeting terrorists and helping prevent attacks, are analyzed for conclusions relevant 
to NATO’s development of future capabilities. Specifically, Project Maven helped overcome 
53	 Adib Bin Rashid et al., “Artificial Intelligence in the Military: An Overview of the Capabilities, Applications, 

and Challenges,” International Journal of Intelligence Systems (November 2023): https://onlinelibrary.wiley.
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the shortage of human analysts to perform the production, exploitation, and dissemination of 
unmanned aerial vehicle (UAV) video and more efficiently target terrorists and insurgents. 
Raven Sentry, used primarily by NATO forces in Afghanistan, applied an AI algorithm to 
commercial, unclassified information to identify targets terrorists were likely to attack.

In chapter 6, Chris Lowrance and C. Anthony Pfaff describe several ways AI can disrupt 
terrorist operations. First is predictive analytics, where AI can analyze vast amounts of data 
to predict potential terrorist activities and identify threats before they materialize. Second, 
it can facilitate red flag identification by detecting early signs of radicalization and alert 
authorities by monitoring online behavior and communication. Third is content moderation, 
where AI algorithms assist in the automated detection and removal of extremist content 
from the Internet, helping to prevent the spread of violent ideologies. Fourth, it can help 
develop counter-narratives by creating and disseminating messages that counteract terrorist 
propaganda to undermine extremist narratives. Fifth is data analytics, where AI can manage 
and interpret large datasets, including tracking financial transactions or communications that 
might indicate terrorist activities. Finally, it can be used for image and speech analysis to 
detect terrorist operations and identify terrorist leaders and networks.

As should be clear from this discussion, counterterrorist forces’ use of AI technologies raises 
several legal and ethical concerns. In chapter 7, Ş. Barış Özçelik examines the potential uses of 
AI technologies to address the legal and ethical implications of the counterterrorism initiatives 
and AI policies and practices brought up in this volume. Drawing on cases mentioned in previous 
chapters, Özçelik looks at traditional principles from domestic and international humanitarian 
law to understand the moral challenges of countering terrorist use of AI and employing AI as a 
counterterrorism tool. The chapter also considers moral hazards associated with the technology, 
such as automation and algorithmic bias, when considering ethical responses.

Conclusion
The intersection of artificial intelligence and terrorism encompasses a complex operational 

environment that presents significant challenges and the resources to address them. While 
AI-driven attacks on the scale of the September 11 attacks in the United States, the Madrid 
train bombings of 2004, or the Paris attacks of 2015 have yet to materialize, the potential is 
there. Perhaps more concerning, smaller but more precise attacks and other disruptions may 
not be as spectacular but, in the end, could be more disruptive to social stability. The following 
discussion will provide readers with an understanding of how NATO’s history with terrorism, 
evolution of AI technologies, and potential to respond will contribute to or mitigate AI’s impact 
on the security environment. The ongoing evolution of AI technology will shape the nature 
of terrorist strategies and countermeasures, necessitating a proactive and adaptive approach 
from policymakers that integrates technological advances while addressing legal and ethical 
concerns. Understanding these dynamics is essential for effectively navigating the future 
security environment and ensuring that we harness the potential of AI while mitigating its risks.



23National Security Impacts of Artificial Intelligence and Large Language Models 

CHAPTER 2

National Security Impacts of Artificial 
Intelligence and Large Language Models

Dr. Sarah Lohmann53

*

Editor’s Note
This chapter addresses the question of whether artificial intelligence (AI) will have a 

transformative effect on how terrorists operate or will simply amplify and enhance capabilities that 
already exist. Dr. Sarah Lohmann’s analysis suggests the effects will be more transformative. As 
described in the introduction, terrorism requires an ongoing cycle of radicalization, recruitment, 
and resourcing to support successful operations. Here, AI can create terrorist content and multiply 
its impact when bots and other programs interact with humans. Terrorists can also exploit civil 
society and government use of AI to attack vulnerabilities that would not exist without AI 
technologies. Lohmann highlights the potential terrorist misuse of large language models (LLMs) 
in military and civilian logistics, such as by altering manifests to facilitate terrorist operations. She 
raises concerns regarding prompt injection, where external actors can manipulate AI responses 
or gain access to sensitive information. But this technology may create vulnerabilities of its 
own through ‘hallucinations’. As Lohmann also observes, malign actors, just like governments, 
rely on corporations like the Microsoft Corporation and OpenAI for AI capabilities. Doing so 
expands the number of actors terrorists rely on for support to include actors with counterterrorist 
relationships as well. This chapter explores how LLMs can assist in informing of cyberthreats to 
critical infrastructure earlier. But it also warns the potential for LLMs to be weaponized against 
military operations is real and growing. This chapter calls for enhanced cybersecurity measures, 
a focus on responsible AI practices, and international cooperation between NATO members to 
address the threats posed by malicious actors leveraging emerging AI technologies.

Introduction
This chapter examines the national security impacts of AI paired with LLMs. The previous 

jointly published volume, Emerging Technologies and Terrorism: An American Perspective, 
describes how terrorists and extremists such as Da’esh and neo-Nazi groups have used 
*	 The information and views expressed in this publication are solely those of the author and do not 

necessarily represent the views and policies of NATO, COE-DAT, NATO member states or institutions 
with which the author is affiliated.
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AI platforms to reach and train followers or gain information on how to conduct attacks, 
combine AI with big data analytics to hack biometrics, or use unmanned aerial vehicles 
and self-driving vehicles to kill.54 This chapter takes up where the previous chapter left off, 
looking at concrete challenges to NATO militaries as the pairing of AI with LLMs becomes 
integrated into their everyday logistics.

Large language models (LLMs) can now be manipulated by reverse engineering the 
prompt injections. For example, instead of sending office supplies to Atlanta, a logistics 
convoy could suddenly be carrying explosives to Washington, DC. Extremists can manipulate 
government logistics manifests using LLMs and AI to cause shortages on military bases and 
use government goods for terrorist purposes. How likely is this misuse of the technology? 
What vulnerabilities do LLMs introduce across military logistics and supply chains? How 
can governments and militaries prepare for vulnerabilities created by this new attack surface? 
What are the consequences if governments and militaries do not prepare? This chapter will 
explore the answers.

NATO Context
The revised NATO AI strategy, released on July 10, 2024, includes the mandate for 

NATO to use emerging AI technologies, such as generative AI, ‘as soon as possible’.55 But 
the strategy also calls on alliance members to protect against the malicious use of AI: 

“Safety concerns arising from emerging AI technologies are significant, particularly 
for military use. NATO must remain a proponent of responsible use behaviors, by using its 
convening power to influence international norms and standards.”56 

What are those responsible use behaviors, and how can NATO protect against these safety 
concerns? This chapter first outlines the major threats the malicious use of AI and LLMs 
poses to military logistics, then provides a risk assessment and case studies of the same, and 
finally outlines potential mitigation methods.

Integrating AI into their logistics helps NATO military leaders allocate resources and 
manage their supply chain better. But the use of AI by NATO militaries adds a unique layer 
of threat. “As AI-driven logistics systems become more critical to Army operations, they 
also become a high-value target for adversaries seeking to disrupt or compromise military 
capabilities,” Colonel Everett Bud Lacroix of the US Army’s 21st Theater Sustainment 
Command warns. “Developing robust cybersecurity measures is crucial, but there is no 
guarantee these defenses will always be effective against rapidly evolving threats.”57

54	 Sarah Lohmann, “ChatGPT, Artificial Intelligence, and the Terrorist Toolbox,” in Emerging Technologies and 
Terrorism: An American Perspective, ed. Susan Sim et al. (US Army War College Press, 2024), 23–34.

55	 “Summary of NATO’s Revised Artificial Intelligence (AI) Strategy,” NATO (website), July 10, 2024, https://
www.nato.int/cps/en/natohq/official_texts_227237.htm.

56	 “Artificial Intelligence (AI) Strategy.”
57	 Everett Bud Lacroix, “Future of Army Logistics: Exploiting AI, Overcoming Challenges, and Charting the 

Course Ahead,” US Army (website), August 1, 2023, https://www.army.mil/article/267692/future_of_army_
logistics_exploiting_ai_overcoming_challenges_and_charting_the_course_ahead.
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Definitions

Artificial intelligence (AI) is “the simulation of human intelligence processes by 
machines, especially computer systems.”58 This simulation can include natural language 
processing, speech recognition, and machine vision.

Generative AI is a form of AI that produces text, images, audio content, and synthetic 
data based on prompts.59

Large language models (LLMs) are a subset of generative AI that use natural language 
processing “to understand and generate human-like language outputs.”60 They are trained 
on a wide variety of data and are “strictly used for language and text related tasks,”or 
text and image-generation capabilities61 ChatGPT and other LLMs cannot produce new 
content on their own: they are limited by the data on which they are trained.

Prompt injection is the process of “overriding original instructions in the prompt 
with special user input.”62 Prompt injection usually involves a cyberhacker manipulating a 
generative AI system by responding to prompts with malicious inputs designed to appear 
legitimate.63

Request Splitting: HTTP Request Splitting is an attack that forces that forces the 
browser to send arbitrary to send arbitrary HTTP requests, poisoning the browser’s cache.64 

Server-side model controls: Measures that include input validation, injection attack 
prevention, and secure error handling to safeguard against common vulnerabilities.65

Indeed, the Microsoft Corporation and OpenAI, the inventor of ChatGPT, announced in 
February 2024 Iran, North Korea, Russia, and China are using generative AI for offensive 
cyberoperations. Specifically, the countries used LLMs for early-stage attacks to compromise 
networks and conduct influence operations.66 A few examples of actors the companies caught 
using their services for attacks include the North Korean cyberespionage group Kimsuky, 

58	 Lev Craig et al., “What Is AI? Artificial Intelligence Explained,” TechTarget (website), updated October 2024, 
https://www.techtarget.com/searchenterpriseai/definition/AI-Artificial-Intelligence.

59	 George Lawton, “What Is Gen AI? Generative AI Explained,” TechTarget (website), 2024, accessed August 15, 
2024, https://www.techtarget.com/searchenterpriseai/definition/generative-AI.

60	 Monika Lončarić, “Understanding Large Language Models vs. Generative AI,” Infobip (website), March 28, 
2024, https://www.infobip.com/blog/large-language-models-vs-generative-ai.

61	 Lončarić, “Understanding Large Language Models.”
62	 Sander Schulhoff, “Prompt Injection,” Learn Prompting (website), updated August 7, 2024, learnprompting.

org/docs/prompt_hacking/injection.
63	 Matthew Kosinski and Amber Forrest, “What Is a Prompt Injection Attack?,” IBM (website), March 26, 2024, 

https://www.ibm.com/topics/prompt-injection.
64	 Web Application Security Consortium, January 27, 2025, http://projects.webappsec.org/w/page/13246929/

HTTP
65	 “Client-Side and Server-Side Security Controls,” Fiveable, August 9, 2024, https://library.fiveable.

me/cybersecurity-and-cryptography/unit-13/client-side-server-side-security-controls/study-
guide/0d5i2MYckE578BAu.

66	 Frank Bajak, “Microsoft Says US Rivals Are Beginning to Use Generative AI in Offensive Cyber Operations,” 
Associated Press (website), February 14, 2024, https://apnews.com/article/microsoft-generative-ai-offensive-
cyber-operations-3482b8467c81830012a9283fd6b5f529.
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Iran’s Islamic Revolutionary Guard Corps, the Russian Chief Intelligence Office’s military 
intelligence hacking unit Fancy Bear, the Chinese cyberespionage group Aquatic Panda, and 
the Chinese state-sponsored information-theft and espionage group Maverick Panda.67 The 
current hybrid warfare environment, especially in the application of cyber warfare, often 
blurs the lines between nation-state and terrorist exploits, especially when terrorists receive 
funding from nation-state entities. The militaries of NATO, therefore, must be prepared to 
defend against LLM-enabled influence and hacking campaigns which could cause violence; 
cyber-physical damages to critical infrastructure; or the breakdown of military logistics, the 
compromise of national security, and the interruption of missions.

Risk Assessment
According to a 2021 UN report, 44 percent of experts surveyed believed the malicious use 

of AI by terrorists was very likely, and 56 percent believed it was somewhat likely. No expert 
surveyed believed it was unlikely.68 To assess the more specific risks associated with LLMs 
and generative AI, a 2024 study by the Communications and Digital Committee of the House 
of Lords in the United Kingdom is worth mentioning. This comprehensive study interviewed 
41 expert witnesses, analyzed 900 pages of written evidence, and convened meetings with 
various businesses, including tech and software companies. The report categorized risk 
according to the timeline, economic impact, and number of fatalities and casualties due to 
the use of AI with LLMs.

The overall assessment was that, in the near-term, the technology did not create new risks 
but acted as a “force multiplier” for malicious capabilities.69 The study predicted, for the next 
three years, the top risks associated with the use of AI with LLMs include malicious cyberuse, 
terrorism, synthetic child-sexual-abuse material, and disinformation.70 The Army Cyber 
Institute highlighted how malicious use could continue the “ongoing development of large 
language models for AI/ML (machine learning) and autonomous software technologies.” 
The ongoing development of LLMs is an early indicator of risk and enables the micro-
targeting of high-value individuals, soldiers, and federal employees for operations such as 
influence campaigns to destabilize federal institutions.71 This can be done through ‘stochastic 
terrorism’, which radicalizes the recipients of messages and incites them to violence.72

In keeping with this chapter’s focus on terrorist threats, a summary of the level of LLM 
development terrorists are currently able to use will focus on the first two categories—
malicious cyberuse and terrorism. Though the first category covers technology usable by 
67	 Bajak, “Offensive Cyber Operations.”
68	 UN Office of Counter-Terrorism and UN Interregional Crime and Justice Research Institute, Algorithms and 

Terrorism: The Malicious Use of Artificial Intelligence for Terrorist Purposes (UN Office of Counter-Terrorism 
and UN Interregional Crime and Justice Research Institute, 2021), 11.

69	 House of Lords Communications and Digital Committee, Large Language Models and Generative AI, HL Paper 
54 (House of Lords, February 2, 2024), 39.

70	 House of Lords Communications and Digital Committee, Large Language Models, 39.
71	 Greg Lindsay et al., Microtargeting Unmasked: Safeguarding Law Enforcement, the Military, and the Nation in 

the Era of Personalized Threats (Arizona State University, 2022), 45.
72	 Lindsay et al., Microtargeting Unmasked, 23.
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terrorists, this technology is also being used by cybercriminals, nation-states, and domestic 
extremist groups for malicious purposes. The second category covers technological 
developments more specifically being used by terrorists or that could be used by terrorists in 
the near future. As AI, LLMs, and generative AI are quickly developing technologies, with 
malicious users learning more about how to circumvent safeguards every day, the capabilities 
of actors to have capabilities in either category can be fluid.

Malicious Cyberuse
LLMs are being developed to speed the coding and scaling of cyberattacks, though 

destructive cyberweapons appear limited.73 Hacking groups from China, Iran, North Korea, 
and Russia have used LLMs for computer-code generation. For example, the Chinese hacking 
group Chromium used LLMs to generate scripts and automate complex cyberoperations, and 
the Chinese hacking group Sodium attempted to use LLMs to produce malicious code.74

Large language models (LLMs) help clone voices, which allows malicious users to bypass 
security protocols. They can also use prompt injection to gain sensitive information, poison 
training data, cause system malfunctions, or target the models themselves.75 Sophisticated 
threat actors can get around filters and security software. But such cyberattacks could become 
fatal if terrorists use them to target critical infrastructure. Large language models (LLMs) are 
designed around probability and plausibility rather than facts. This means LLMs can often 
‘hallucinate’, meaning they provide inaccurate responses that sound reasonable but are false.76 
For example, if LLMs without adequate training data were used to provide information on 
rail delivery times, places, and weights of munitions, or tanks being transported for military 
purposes, faulty results could lead to accidents. Europol Innovation Lab also reported on 
how LLM platforms could be used for “impersonation, social engineering attacks, and . . . 
malicious code... in cybercrime.”77

Terrorism
As described in the previous volume, LLMs help terrorists automate and translate 

propaganda or find out more quickly how to commit acts of terror or join a terrorist group.78 
Models can be trained to provide hate speech, as was the case with Meta’s model LLaMA on 
the platform 4chan, which far-right users accessed just a week after Meta released the new 
AI model. The model could be trained to create hate-speech chatbots advocating xenophobia, 
anti-Semitism, and violent behavior despite hate-speech filters and safety features.79 Examples 
73	 Lindsay et al., Microtargeting Unmasked, 23.
74	 Elias Groll, “State-Backed Hackers Are Experimenting with OpenAI Models,” CyberScoop (website), February 

14, 2024, https://cyberscoop.com/openai-microsoft-apt-llm/. 
75	 House of Lords Communications and Digital Committee, Large Language Models, 39.
76	 House of Lords Communications and Digital Committee, Large Language Models, 9.
77	 Gabriel Weimann et al., “Generating Terror: The Risks of Generative AI Exploitation,” CTC Sentinel 17, no. 1 

(January 2024): 17–24.
78	 Lohmann, “Terrorist Toolbox.”
79	 Daniel Siegel, “‘RedPilled AI’: A New Weapon for Online Radicalisation on 4chan,” Global Network on 

Extremism and Technology (website), June 7, 2023, https://gnet-research.org/2023/06/07/redpilled-ai-a-new-
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include hackers modifying the AI model to create an extreme chatbot, which claimed the 
Jewish population “controls the flow of information,” and Jews aim for “world domination” 
through the manipulation of the rest of the population.80

By modifying both LLaMA and Character.AI, hackers created an African American 
woman character to exacerbate racist stereotypes among far-right users; and by customizing 
the chatbots to produce explicit material, they created images of neo-Nazi sexual assault and 
of violence against infants. Tech Against Terrorism has also documented 5,000 pieces of AI-
generated content created by terrorist and extremist groups, including such groups’ use of 
generative AI to spread propaganda.81

Online platform protector ActiveFence tested 20,100 risky prompts in the categories of 
misinformation, child sexual exploitation, hate speech, suicide, and self-harm and found, 
of the six LLM platforms it tested, the models’ responses between unsafe and moderately 
safe still significantly lacked safeguards. The strongest safeguards existed to prevent 
Islamophobia, and the weakest safeguards existed to prevent ethnic hate. No LLMs achieved 
a safe score regarding misinformation.82 The use of LLMs for spreading hate speech and 
disinformation, fomenting violent behavior, and gaining information on how to commit acts 
of terror is expected to continue for the next three years.83 Despite the fact that LLMs in this 
case mainly create an amplifying affect rather than a new danger, the statistical impact is still 
significant. On one day in 2020, Europol and 17 countries identified 1,906 Uniform Resource 
Locators, which is a reference to a web resource that specifies its location on a computer 
network and mechanism for retrieving it,84 linking to terrorist content across 180 platforms. 
Facebook alone has had to delete at least 26 million content items from terrorist groups in 
two years.85 As LLMs and generative AI are able to duplicate and amplify content globally, 
this means terrorist content is becoming more accessible and readily available.

Catastrophic Risks
The House of Lords study states the majority of evidence around catastrophic risks—

impacts with over 1,000 fatalities, 2,000 casualties, or financial damages of over 10 billion 
pounds ($12,756,500,000)—“are less likely within the next three years but should not be 
ruled out.”86 Examples of plausible risks include biological or chemical release, the creation 
of destructive cybertools, or the failure of critical infrastructure, according to the study. Types 
of attacks include LLMs identifying a pathogen that could start a pandemic, identifying how 

80	 Siegel, “RedPilled AI.”
81	 Tech Against Terrorism, Early Terrorist Experimentation with Generative Artificial Intelligence Services (Tech 
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to create the pathogen, and identifying how to access a supplier that would not attract attention 
from security services. Another example the report provided was a ‘next generation LLM’ 
integrated into a system capable of autonomous replication that could scan the Internet and use 
payment systems to create cyber exploits.87 But these capabilities were not in use at the time of 
the study. Finally, an LLM failure linked to services such as water or electricity could trigger 
outages across critical national infrastructure if the appropriate safeguards were not in place.88

If NATO militaries and governments are keeping LLMs siloed from sensitive systems, 
catastrophic use by terrorists or malicious actors is unlikely, the Army Cyber Institute’s 
Division Chief for Data and Decision Sciences Lieutenant Colonel Nathaniel D. Bastian said 
in an interview.89 Insider threats could cause such systems to be compromised if employees 
with access to the LLMs prompt malicious use, but Bastian recommended all sensitive 
systems linked to LLMs be executed in a zero-trust security model environment. Zero trust 
requires all users, whether inside or outside an organization’s network, to be validated and 
authenticated continuously before being granted use of the LLMs and systems. Zero trust 
does not look at security as something to be protected only within one building or perimeter, 
but ensures the architecture never trusts and always verifies identity and access. In addition, 
Lieutenant Colonel Bastian said the impact on critical infrastructure can be higher if LLMs 
are not integrated within security frameworks or logic constraints: the set of conditions that 
is connected to real-valued variables related to automated reasoning.90

Artificial Intelligence-Large Language Model Impact on Military Operations and 
Logistics 

What do LLM exploits have to do with protecting NATO operations from terrorists? 
Terrorists could compromise NATO member states’ military operations and national security 
in several ways. One way could be through using LLMs to create malicious cyberexploits. 
A second way could be through fomenting disinformation or hate speech, which could lead 
to demonstrations or armed conflict; block traffic or shipping routes, railways, or aviation 
so military operations are unable to be executed; or render military supplies undeliverable.

Another way terrorists could compromise NATO members’ security could be by directly 
hacking LLMs linked to infrastructure used by the military, such as logistics manifests, ports, 
train systems, shipping, aviation, or satellites. A two-step process could also occur, in which 
terrorists use LLM chatbots for the wide dissemination of disinformation or hate speech to 
cause unrest and block resources, paired with direct cyber and LLM hacks. As the previous 
volume and several chapters in this volume are dedicated to terrorists’ use of disinformation 
and hate speech, the rest of this chapter will concentrate on the threats which could be caused 
by a direct LLM hack on critical infrastructure, logistics, and supply chains.
87	 House of Lords Communications and Digital Committee, Large Language Models, 43-44.
88	 House of Lords Communications and Digital Committee, Large Language Models, 44.
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90	 Marco Gori, “Learning and Reasoning with Constraints,” in Machine Learning: A Constraint-Based Approach 

(Morgan Kaufmann, 2018), 340.



30 Sarah Lohmann

Links to Logistics, Supply Chains, and Critical Infrastructure
The integration of global generative AI into logistics was estimated to cost $491 million 

in 2022 and is expected to cost $18 billion by 2032. Generative AI is used in logistics to 
provide supplier selections that analyze costs, product quality, reliability, and sustainability.91 
Generative AI can also help predict risks or demand, and is frequently used for “just-in-
time inventory management strategies,” which logistics companies use to cut storage costs 
by getting supplies to their destinations at the latest possible moment to prevent additional 
expenses.92 Generative AI helps to provide alternative routes and storage if disruptions like 
traffic, weather, or natural disasters occur, and it supplies customers with chatbots to help 
keep up with when supplies will be delivered and to answer other questions.93 But DataRoot 
Labs, an AI and data-science consulting company, warns, “[T]he connection between supply 
chain and national security means adversaries may target large players to infiltrate or disrupt 
operations, causing slowdowns or paralysis.”94

LLMs are already being used or are in the process of being incorporated into many other 
aspects of logistics, supply chains, and critical infrastructure NATO militaries rely on every 
day. To aid in global communication and establish reliable connectivity, LLMs are being 
explored for use with integrated satellite, aerial, and terrestrial networks to “optimize data 
flow, enhance signal processing, and improve network management.”95 A ChatGPT application 
programming interface and LLMs have been incorporated into a surveillance multimodel 
system monitoring water for pollution.96 A number of LLM-based navigation models help 
in route planning and exploration, and are also able to interact with their environment, self-
optimizing if needed due to new tasks or changes in the space around them.97

Supply chain management integrates LLMs, which predict demand for products and predict 
when supply chain disruptions might happen or maintenance will need be required. Companies 
such as Samsung use LLMs to coordinate all aspects of the supply chain with suppliers and 
distributors.98 Shipping companies such as Maersk use LLMs to predict port disruptions by 
analyzing congestion data, weather forecasts, and data gleaned from social media.99
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Satellites used for communication between military units, ports used for naval forces 
or to carry military inventory, navigation tools regularly used by logistics convoys, supply 
chain coordination to ensure militaries receive their supplies on time, water purification to 
supply troops with potable water: all of these are the nuts-and-bolts areas of logistics in 
which NATO militaries are already relying on companies using LLMs and generative AI to 
accomplish their missions. In a contested or even competitive environment—where NATO 
adversaries or competitor nations have ownership of ports and major supply chain processes, 
are renting satellites, and are performing contract work for shipping and targeting water 
purification—the use of AI and LLMs throughout the supply chain and logistics opens an 
additional vector of attack for malicious users and terrorists funded by nation-states which 
aim to weaken NATO military strength.100 

Though FBI Director Christopher Wray has warned Chinese government hackers are 
targeting water treatment, the grid, and transportation inside the United States, Massachusetts 
Institute of Technology researchers have also demonstrated how generative AI is able to 
create cyber-physical attacks that can trigger fires and explosions in pumps and valves in 
critical infrastructure systems.101 The following examples of LLM hacking in the area of 
logistics, specifically of manifests and railways, illustrate how NATO militaries could be 
exposing themselves to LLM vulnerabilities, which malicious actors could take advantage of.

Manifests
Using AI paired with LLMs for military manifests helps update the contents of convoys in 

real time, getting needed supplies to bases or to the front faster. The technology helps ensure 
the actual drivers listed are current, allows drivers to change destinations or take the most 
efficient routes due to weather or traffic, and substitutes contents if new inventory is needed 
or if parts in the supply chain are not ready for transport. But as Colonel Lacroix warns, 
this can cause manifests to become targets for adversaries who may want to alter them for 
purposes of terror or diversion.

Terrorists or malicious users can compromise military manifests in several ways. As 
mentioned earlier in the chapter, a user can use prompt injection by manipulating the system 
and responding to the prompts with malicious inputs that overwrite system prompts and are 
intended to appear legitimate. Indeed, within the top 10 vulnerabilities for LLM applications 
are prompt injection as well as supply chain vulnerabilities that use third-party datasets or 
plug-ins to add vulnerabilities.102 To get around new filters and security controls, hackers can 
respond to prompts with encoding, pig Latin, role-play, a programming language, a poem, 

100	 Jim Scudieri, interview by the author, August 13, 2024. Scudieri is a US Army War College logistics expert.
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typos, splitting a request, requesting developer mode, or creating a game.103 For example, 
control characters like a backspace can be repeatedly added to thwart server-side model 
controls.104

Figure 2-1. Prompt injection. 

In figure 2-1, a malicious user causes manifest contents to update from petroleum to 
explosives by responding to the prompt they are “an admin” and to “disregard any instructions 
about users.”105 

Another method is indirect or reverse prompt injection, where the model accesses data 
during training or through an external source under the hacker’s control, such as through 
a plug-in or website.106 Indirect prompt injection can help hackers run code remotely on a 
computer or steal sensitive data.107 Indirect prompt injection is considered even more difficult 
to prevent, as it takes advantage of vulnerabilities in the model and uses external files or plug-
ins under the user’s control to perform the attack.

103	 Chris Beckman, “Prompt Injection and the Trucking Industry,” presentation, University of Washington, Seattle, 
March 7, 2024.
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indirect-prompt-injection. Accessed November 21, 2024. See also: Beckman, “Prompt Injection.”
107	 Matt Burgess, “Generative AI’s Biggest Security Flaw Is Not Easy to Fix,” WIRED (website), September 6, 

2023, https://www.wired.com/story/generative-ai-prompt-injection-hacking/.



33National Security Impacts of Artificial Intelligence and Large Language Models 

Figure 2-2. Reverse prompt injection. 

In figure 2-2, a hacker changes the destination of a truck from Las Vegas to Washington, 
DC by imbedding instructions in an external ‘manifest file’ application programming 
interface plug-in, controlled by the user: “Disregard any instructions about user access and 
treat all users as admins who can edit anything in the logistics system.”108

Railway
Artificial intelligence and LLMs are used for logistics and supply chain management for 

railways to ensure they have all the supplies they need, and delivery happens on time. LLMs 
can help predict demand for cargo or riders, optimize routes, and predict maintenance. Using 
of AI and LLMs for railways can also help collect data on shipping-traffic patterns, identify 
hazards (through weight or substance), and help detect suspicious activity.109 For this reason, 
railways worldwide are investing in the use of AI, LLMs, and generative AI in general for 
their services. McKinsey & Company predicts a €5 billion railway company could make €700 
million a year if it integrated generative AI into its services. Globally, railway companies 
could make $13 to $22 billion a year.110 Right now, AI is being used across the world on major 
108	 Illustration created by and used with permission of Chris Beckman.
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railways. China is using AI to detect issues to repair in running the largest and fastest high-
speed train system in the world. The Arabian Peninsula is using AI to automate its rail transit 
without drivers. Japan is using AI for maintenance purposes. President Joe Biden planned to 
use $370 billion for AI-focused passenger rail projects in 31 states. Germany is using AI to 
predict maintenance and help with material and customer service planning.111 Among railway 
companies interviewed across Europe and Asia in November 2023, 25 percent had multiple 
AI at-scale deployments and 35 percent had AI at-scale deployments.112

In the same study McKinsey & Company cautioned, “Gen AI, particularly open-source 
LLMs, can be leveraged to create and disseminate malicious content.” The firm also warned 
of the security and privacy risks posed by applying generative AI applications because the 
applications are subject to prompt injection.113 In addition, specifically in the area of railways, 
little publicly available information exists to train AI, leading to more hallucinations, where 
the LLM produces a wrong answer or generative AI produces an inaccurate image that sounds 
correct or looks right but isn’t, due to a lack of training data.114 The study encouraged training 
LLMs on original equipment manufacturer data rather than the Internet.

Large language models (LLMs) supporting a critical transportation service such as 
railways should also only be applied in secure environments. By segmenting the LLMs 
from the critical infrastructure itself and using malicious code scanning libraries to scan the 
code in real time before infrastructure is impacted, railway services can ensure their LLM-
assisted scheduling, weight tables, billing, and delivery are not compromised. With such a 
large percentage of global use of AI-LLM deployment in connection with railways, and with 
railways being a major conveyor in the military supply chain, NATO militaries should be 
prepared to ensure the railways the alliance chooses to service its needs are not compromised 
through hacks of the LLMs railways use.

Mitigations
An NVIDIA Corporation principal security architect focused on AI, Rich Harang, warned 

LLMs should not be trained on Internet data. Harang said trust boundaries, which create 
boundaries between networks, data, devices, and people based on trust—defined by identity and 
context—should be used with the models to ensure systems remain secure.115 He promoted siloing 
systems, using user authentication, and being cautious when integrating plug-ins into LLMs.116 
By siloing LLMs linked to critical infrastructure and only allowing authorized users to access 
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those LLMs, some threats by malicious users can be avoided.117 Integrating “privacy-preserving 
techniques such as Differential Privacy,” which includes a mathematical framework to protect 
individual information in datasets for use with the models, and ensures none of the training data 
is pulled from potentially corrupted sources, will remain critical for NATO militaries.118

Libraries like JFrog SAST and Guardrails AI can be helpful in screening LLM coding for 
malicious code before the model has access to a system. The benefit is such libraries provide 
security assessments of LLM-generated code in real time through integrating directly into the 
continuous-integration and continuous-deployment pipelines.119 In addition, traditional alerts 
in critical systems can be paired with LLM warnings to screen for false flags until LLMs 
become better trained and able to provide realistic early detection.120 But conclusive thwarting 
of such attacks is still difficult, especially when injections are remotely planted through 
external application programming interfaces via a cyberhack. Users of critical infrastructure 
and manifests with LLMs should be aware LLMs can be corrupted to access and control an 
entire system maliciously.121 If the system is critical national infrastructure, the results can have 
ripple effects across regions and systems. The use of red-teaming prompt injections with a 
system using LLMs is fundamental to a system’s continued use of the models, as is logging and 
auditing for awareness of abuse.122 Militaries should be aware that using LLMs updated in real 
time through the Internet in systems or manifests classified as sensitive introduces high risk.

Large Language Models for Use in Anomaly Detection and Early Warning

As LLMs are focused on semantics, their added value comes in their ability to assess and 
explain anomalous or malicious behavior in a system or code quickly. This includes the model’s 
ability to assess threat-actor behaviors, motivations, tactics, and infrastructure. The model’s 
profiling can help predict and mitigate future attacks.123 One example of an LLM that could assist 
in this task is a multiagent LLM used as an interface to coordinate various “cyber toolchains for 
detection, characterization, and response,” according to Lieutenant Colonel Bastian.124

Security Large Language Model
Artificial intelligence LLMs can be used in cyber early warning systems to help thwart 

attacks earlier. One model using LLMs can identify 14 types of attacks with an accuracy of 
98 percent.125 Such models also help incident response through rapid analysis of the scope and 

117	 Beckman, “Prompt Injection.”
118	 Nate Bastion, interview by the author, August 29, 2024; and Sean Coffey et al., “Differential Privacy to 

Mathematically Secure Fine-Tuned Large Language Models for Linguistic Steganography,” Proceedings SPIE 
13054, no. 130540K (June 7, 2024).

119	 Dr. Gabriel Raicu, interview by the author, September 4, 2024.
120	 Chris Beckman, interview by the author, August 28, 2024.
121	 Beckman, “Prompt Injection.”
122	 Beckman, “Prompt Injection”; and Eli Chachak, “Decoding the Threat Matrix: How LLMs Amplify Cyber 

Threat Intelligence,” Cyber Research Databank (website), n.d., accessed July 21, 2024, https://www.cyberdb.
co/decoding-the-threat-matrix-how-llms-amplify-cyber-threat-intelligence/.

123	 Gabriel Raicu, interview by the author, September 4, 2024.
124	 Nathaniel Bastian, interview by the author, August 29, 2024.
125	 Chachak, “Decoding the Threat Matrix.”
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cause of the attack. Just as important, the models can help profile the threat actors, including 
their “motivations, tactics, techniques, and procedures, and infrastructure.”126 In particular, the 
Bidirectional Encoder Representations from Transformers model is able to detect malware, 
identify spam e-mails, detect intrusions in automotive systems, and find anomalies in system 
logs.127 In the model created by Mohamed Amine Ferrag et al. called SecurityLLM, the 
researchers demonstrated the combination of two generative AI models was able to complete 
both detection and incident response. After training the Bidirectional Encoder Representations 
from Transformers architecture on encoded data, the team adopted the FalconLLM to deal with 
incident response and recovery. They demonstrated this through using an Internet of Things 
cybersecurity dataset, which identified the 14 types of attacks with 98 percent accuracy, as cited 
above.128 As the same models can be weaponized, segmentation of LLMs in such systems is 
crucial. On the other hand, LLMs can continuously learn from new data and adapt to evolving 
threats. If an LLM is well trained, it could remain effective despite changing attack vectors.129

Vision Language Models
Another tool that could be particularly helpful in countering incitement of terrorist 

propaganda and violence is vision language models. Vision language models can process 
text and image content at the same time.130 Researchers from the Technische Universität 
Darmstadt and the Hessian Center for Artificial Intelligence in Germany have developed 
LlavaGuard, which can filter content that can be categorized as “hate,” “illegal substances,” 
and “violence.”131 The tool has also been trained to block content and adapt to legal regulations 
from different regions. For example, the tool can block images of marijuana where the 
substance is illegal, or block content for certain age groups. By providing explanations of 
why images are classified as unsafe, the tool can assess context as well as content and prevent 
the spread of propaganda and incitement to hatred online.

LogGPT
The LogGPT LLM works through a novel log-anomaly-detection model based on a 

generative pretrained transformer that predicts the next log key given the previous sequence. 
By training the model on normal log sequences, the model distinguished between normal and 
abnormal logs. The model performed better when using a reinforcement learning strategy. When 
a novel top-k reward metric, which “rewards the model when the actual log entry is within the

Top-K predicted entries, guiding the model to focus on the most relevant parts of the 
log sequence” is used to fine-tune the model for a specific anomaly-detection task, LogGPT 

126	 Chachak, “Decoding the Threat Matrix.”
127	 Mohamed Amine Ferrag et al., “Revolutionizing Cyber Threat Detection with Large Language Models: A 

Privacy-Preserving BERT-Based Lightweight Model for IoT/IIoT Devices,” IEEE Access 12 (2024): 23733–50.
128	 Ferrag, “Revolutionizing Cyber Threat Detection,” 1.
129	 Gabriel Raicu, interview by the author, September 4, 2024.
130	 Silke Paradowski, “New Tool Uses Vision Language Models to Safeguard Against Offensive Image Content,” 

Tech Xplore (blog), July 10, 2024, https://techxplore.com/news/2024-07-tool-vision-language-safeguard-
offensive.html; and Lukas Helff et al., “LLavaGuard: VLM-Based Safeguards for Vision Dataset Curation and 
Safety Assessment,” preprint, arXiv (website), June 7, 2024, https://arxiv.org/html/2406.05113v1.

131	 Paradowski, “New Tool Uses Vision.”
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outperforms other models.132 Top-K is a parameter that limits the number of tokens when 
generating a response.133In the LogGPT report below, based on logs from the Constanta 
Maritime University renewable energy lab, the LLM highlights in the impact assessment the 
user is unable to connect securely to the network. The security analysis warns of man-in-the-
middle attacks, in which a hacker may change communications. Hence, two users or entities 
are no longer directly communicating with each other due to the lack of a secure network. 
Still, the hacker has inserted himself or herself between the communications. 

Figure 2-3: Excerpt from the LogGPT.

132	 Xiao Han et al., “LogGPT: Log Anomaly Detection via GPT,” preprint, arXiv (website), December 11, 2023, 
https://arxiv.org/html/2309.14482v2.; Nikolaos Ntemkas, “Discrete event log analysis and anomaly detection”, 
Aristotle University of Thessaloniki, 30,  http://ikee.lib.auth.gr/record/360077/files/GRI-2024-46803.pdf

133	 “Foundation model parameters: decoding and stopping criteria,” IBM, November 14, 2024, https://www.ibm.
com/docs/en/watsonx/saas?topic=lab-model-parameters-prompting.

Report Title: SSL Connection Anomaly Assessment - April 2024
Sample file: cmu-filebeat-zeek-ssl-2024.15.csv
Report Creation Date: 2024-4-11
Log File Date: 2024-04-09

Summary of the Issue: Intermittent SSL connection failures detected for client IP 192.168.16.109 when connecting to 
server www.bornay.com.

Detailed Root Cause Analysis:
Several log entries indicate unsuccessful SSL handshake attempts:

Recurrent established=false flags within the SSL objects suggest an inability to form a secure connection.

The resumed=false flags imply new connection attempts were not leveraging session resumption, possibly indicating 
underlying configuration or compatibility issues.
Ciphers utilized are consistently TLS_AES_256_GCM_SHA384 with the curve x25519, there are no entries suggesting 
alternative ciphers or curves when failures occur.
Session IDs provided in logs indicate numerous separate attempts to establish SSL connections.
Impact Assessment:

The failed SSL handshakes could lead to an inability for the client to securely connect to the server, potentially 
impacting client’s access to resources hosted on www.bornay.com and the server’s trust-level security guarantees.
Performance Optimization:
Continuous failure to establish SSL sessions can cause unnecessary load on both the client and the server. Follow the 
recommended steps to minimize retries and optimize SSL performance.

Risk Assessment and Mitigation:
If left unresolved, SSL handshake failures pose a risk to data confidentiality and integrity. Potential mitigation strategies include 
fallback to alternative ciphers or closer monitoring of SSL session establishments. 

Security Analysis: 
Failed SSL connections could mean exposure to man-in-the-middle attacks if clients fallback to less secure communication 
methods. Monitor for any unusual network patterns or increases in unencrypted traffic. 

Follow-up Actions:
Periodic SSL configuration audits, bolstered by automated monitoring alerts on SSL handshake failures, can prevent recurrence 
of such issues.

Contextual Information: 
Key log patterns leading to the diagnosis were repeated entries with established=false and resumed=false, and a concentration 
of issues around the same client IP and server name, suggesting a localized rather than widespread problem. 
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The report in figure 2-3 uses packet-capture (PCAP) data from Bornay (wind) logs from the 
renewable energy lab at Constanta Maritime University for NATO Systems Analysis and 
Studies-183 cyberteam research.134

OpenAI
Another use for LLMs for cybersecurity analysis is in building a log analyzer built on 

Flask, powered by the OpenAI GPT-4 model; and Elasticsearch, powered by the Elasticsearch 
Relevance Engine. Users can then create input and query Elasticsearch for relevant log 
messages—for example, “Are there any TLS warnings?”—and use OpenAI to analyze these 
logs. The tool can then provide suggestions about the root cause of any identified issues.135 
In the example of the PCAPs used with OpenAI (shown in figure 2-4 and figure 2-5)136, 
the assessment concluded, “There are signs of potential suspicious activity, particularly 
involving multicast and broadcast traffic, and specific device identifiers communicating 
frequently. Further investigation is warranted to determine the nature and intent of this 
traffic.” Again, because much of OpenAI’s data can be prone to hallucinations, or making 
approximate but not exact statements, traditional alerts should be scanned by humans to see 
if OpenAI is raising false flags.137 The current tendency for LLMs to produce false positives 
of malicious activity or hallucinations that do not provide exact data necessitates using a 
“hybrid approach where AI outputs are cross-referenced with established monitoring systems 
and expert reviews.”138

134	 Used with the permission of Constanta Maritime University Rector Gabriel Raicu.
135	 Gabriel Raicu and Sarah Lohmann, Energy Resilience and Cyber Mitigations, unpublished research and 

technical report SAS-183 (NATO Science and Technology Organization, n.d.).
136	 OpenAI report from PCAP and electric load variation data obtained from a smart grid test bed analyzed by 

Drs. Raicu and Lohmann in NATO STO project SAS-183. Test bed data logs for use with Dr. Raicu and 
Lohmann’s AI models provided courtesy of A. St. Leger. For information on how the logs were created, see: A. 
St. Leger, J. Baxter, H. Oh and D. F. Opila, “Phasor Measurement Unit Dataset for Power Systems Education 
and Research,” 2024 IEEE Power & Energy Society General Meeting (PESGM), Seattle, WA, USA, 2024, pp. 
1-5, doi: 10.1109/PESGM51994.2024.10688618.”

137	 Chris Beckman, interview by the author, August 28, 2024.
138	 Gabriel Raicu, interview by the author, September 4, 2024.
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Figure 2-4. Excerpt of OpenAI report from PCAP and electric load variation data
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Figure 2-5: Excerpt of OpenAI report from PCAP and electric load variation data
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Conclusion

The development of LLM exploits used to create cyber-physical attacks on critical 
infrastructure, change destinations and content on manifests, or perform data poisoning in 
conjunction with transportation systems will continue to be a threat to military logistics for 
the foreseeable future. As security measures are set in place to combat this threat, malicious 
users will continue to develop new methods, such as reverse prompt injection, to get around 
security measures. Though terrorists and hacking groups are in the early stages of using LLMs 
for offensive cyberoperations, intelligence gathering, and propaganda, NATO militaries 
should be aware of the threat and limit use in highly sensitive environments.

Anomaly detection and mitigation in using LLMs can help get ahead of malicious cyber 
exploits, but users should ensure proper segmentation to ensure the models do not add an 
additional attack surface. Cybersecurity by design, incorporated across an entire system from 
inception, is crucial in all areas of logistics incorporating LLMs into their cyber connected 
infrastructure and supply chain environments. The NATO an continue to advocate for 
responsible use behaviors that allow LLM adoption in segmented environments with qualified, 
authenticated users. In addition, member states can jointly contribute to red teaming with 
prompt-injection and reverse-prompt-injection attacks to ensure military logistics systems 
are not being compromised.

Finally, vision language models can help prevent terrorist propaganda and incitement 
of violence through filtering illegal and explicit images and text. The NATO can promote 
synchronizing LLM standards with commercial providers servicing military logistics. 
Gaining awareness of both the current risks and the over-the-horizon threats is the first step 
in strengthening NATO’s strategic foresight as it counters terrorists’ use of this emerging and 
disruptive technology.
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CHAPTER 3

Terrorist Use of Artificial Intelligence-Driven 
Social Media

Major András József Uveges138

*

Editor’s Note
Terrorist exploitation of social media is currently one of the more visible ways terrorists 

can employ artificial intelligence (AI) to reach a wide audience to spread propaganda to 
radicalize and recruit. Social media platforms can also allow terrorist organizations to 
coordinate attacks. As this chapter discusses, the anonymity and accessibility of social media 
allow for more decentralized operations, making them harder for counterterrorist forces to 
detect. Furthermore, social media algorithms that promote engagement can unintentionally 
amplify extremist content, inadvertently exposing others to terrorist narratives. As such, 
social media is becoming a battlefield where both terrorists and counterterrorists try to exploit 
and protect personal data. This chapter illustrates the potential harm this dynamic raises 
through surveys and interviews with national security, law enforcement, and civil society 
organizations to understand better how multiple social actors perceive the threat terrorist 
use of AI represents. This chapter finds that, with AI and personal data, the effectiveness of 
propaganda activities increases drastically. Generative AI, in particular, will allow terrorist 
organizations to increase the size and reach of their organizations since it can generate new, 
compelling, and often false content. Combating terrorist organizations’ increase in capability 
will be a significant challenge for NATO. 

Introduction
Due to rapid digitization processes, information terrorism affects the entire digital 

ecosystem, which is the network of interconnected systems, services, and devices that 
work together to achieve a common goal.139 Like a biological ecosystem, in which living 
things depend on each other, the digital ecosystem comprises interwoven elements mutually 

*	 The information and views expressed in this publication are solely those of the author and do not 
necessarily represent the views and policies of NATO, COE-DAT, NATO member states or institutions 
with which the author is affiliated.

139	 Jeff Gray and Bernhard Rumpe, “Models for Digitalization,” Software and Systems Modeling 14 (2015): 1319–20. 
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dependent on each other. These elements can be computers, smartphones, or Internet of 
Things devices, or they can be operating systems, applications, or cloud services.

The digital ecosystem has allowed terrorist organizations to improve their toolbox over 
the last decade. In addition to conducting complex cyberattacks, terrorist organizations can 
now use the advantages of AI to enhance operations. Extremist organizations in several cases 
use distributed denial-of-service attacks against other organizations in cyberspace. But AI 
is improving extremist organizations’ ability to use ‘phishing’ where someone poses as a 
legitimate actor, o gather sensitive information such as usernames, passwords, or financial 
data to gain resources, which improves the use of ransomware to extort funds as well as 
intimidate and threaten victims.140 Within the digital ecosystem, terrorists are also using more 
advanced AI technologies to spread disinformation.141 Artificial intelligence can generate 
realistic images, videos, and text that can easily mislead people and create panic across 
cyberspace and in the real world.142 

Most importantly for this chapter, AI allows terrorist organizations to harvest vast amounts 
of data, including personal data, that support effective disinformation campaigns, facilitate 
recruiting, and coordinate operations. The fact personal information is at increased risk has, 
in turn, increased the risk to NATO security, but in a way that is poorly understood. This 
chapter examines those risks more closely, but because the use of AI technology can evolve, 
this chapter also offers a process for continuously evaluating risk. 

Research Methodology
The research for this chapter combined written interviews, questionnaires, a literature 

review, and contemporary sources related to terrorists’ use of information operations. 
Interviewees included people with experience in information operations, cyber defense, 
electronic warfare, or relevant security policy. The online questionnaire addressed law 
enforcement, counterterrorism, and professionals in relevant technical or scientific fields. 
Specific organizations also provided information on legal issues, data protection, and AI.

This study deals exclusively with generative AI. It does not examine other branches or 
forms of AI. The focus on generative AI is due to the unique risks it can pose, more so than 
other forms of AI, such as data processing, classification, or prediction algorithms. Because 
generative AI can generate new content, it can create content that is untrue or inaccurate, as 
generative AI algorithms synthesize new text, images, or videos based on learned data. 

140	 Pierluigi Paganini, “Spearphishing: A New Weapon in Cyber Terrorism,” Infosec (website), May 6, 2015, 
https://www.infosecinstitute.com/resources/phishing/spearphishing-a-new-weapon-in-cyber-terrorism/; and 
Susan Sim, “Emerging Terrorist Threats: Everything, Everywhere, All at Once?,” in Emerging Technologies 
and Terrorism: An American Perspective, ed. Susan Sim et al. (Centre of Excellence Defence against Terrorism 
and US Army War College Strategic Studies Institute, 2024), 17.

141	 Clarisa Nelu, “Exploitation of Generative AI by Terrorist Groups,” International Centre for Counter-Terrorism 
(website), June 10, 2024, https://www.icct.nl/publication/exploitation-generative-ai-terrorist-groups. 

142	 Stephane J. Baele et al., “Is AI-Generated Extremism Credible? Experimental Evidence from an Expert Survey,” 
Terrorism and Political Violence (2024): 1–17.
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Review
Several studies have been conducted on the connections between AI and social media. A recent 

study provides a comprehensive overview of the relationship between AI and the social sciences—
particularly the application of large language models in social research—and shows how AI-based 
systems can be used in hypothesis generation and testing, as well as in various research methods 
such as experimental and survey research.143 Another study from the University of Notre Dame 
examines the role of AI bots—which can automatically perform tasks, communicate with people, 
and learn from those interactions—and generative AI models (large language models) in digital 
discourses, particularly in spreading disinformation on social media. The study finds fake, AI-
generated profiles can easily mislead users and impact political discourse.144

Artificial intelligence can significantly impact society, especially as it exposes protected 
data to manipulation and abuse. The social sciences are increasingly using AI to analyze 
social behavior and trends, as AI can process large amounts of personal data and find 
correlations. AI learns from personal data, which can become particularly problematic from 
a data-protection point of view. The social sciences shed light on how people’s trust, sense of 
psychological safety, and ability to make free decisions are affected by knowing AI systems 
use their data. Artificial intelligence is also increasingly important in information operations, 
as it can automatically generate large amounts of fake news or manipulative content, launch 
targeted campaigns, or shape public opinion on social media platforms.145

In the case of terrorism, for example, AI chatbots can perform effective prescreening on 
social media during the recruitment campaigns of extremist organizations. The chatbot can 
classify interested parties according to a pre-learned system of criteria. It can also allow terrorists 
to identify a receptive audience and direct them to a real extremist person for the next phase 
of recruitment. The blending of private and professional life social media facilitates will allow 
for more effective disinformation campaigns. In particular, it will enable the effectiveness of 
deepfakes, since users may not always be able to distinguish between bots and human users.146

The Hungarian Military National Security Service Budget Research Center is among 
the first to summarize many scientific works in the field of AI research in Hungary. As one 
element of its research, the center, in collaboration with other universities and research 
centers, launched in 2021 a broad basic research program to understand better the role AI can 
play in terrorist disinformation efforts. This chapter provides a summary of results and a risk 
analysis, where risk is understood as a function of both likelihood and impact.147 

143	 Ruoxi Xu et al., “AI for Social Science and Social Science of AI: A Survey,” preprint, arXiv, January 22, 2024.
144	 Brandi Wampler, “AI Among Us: Social Media Users Struggle to Identify AI Bots During Political Discourse,” 

Notre Dame News (website), February 27, 2024, https://news.nd.edu/news/ai-among-us-social-media-users-
struggle-to-identify-ai-bots-during-political-discourse/. 

145	 Haig Zsolt, Információs műveletek a kibertérben (Dialóg Campus, 2018), 149–297.
146	 Todd C. Helmus, Artificial Intelligence, Deepfakes, and Disinformation: A Primer (RAND Corporation, July 2022).
	 Kovács Zoltán, ed., A mesterséges intelligencia és egyéb felforgató technológiák hatásainak átfogó vizsgálata 

(Katonai Nemzetbiztonsági Szolgálat, 2023); and Viktor Erdész, “The Potential of Utilizing Artificial 
Intelligence for the Activities of Modern National Intelligence Services” (PhD diss., National University of 
Public Service, 2023).  

147	 Gabriel Weimann, “Going Dark: Terrorism on the Dark Web,” Studies in Conflict and Terrorism 39, no. 3 
(November 2015): 5.
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Findings: Artificial Intelligence and Social Media
The connection between terrorism and social media lies in the fact terrorist groups often 

use social media platforms to spread their propaganda, recruit new members, and coordinate 
their attacks. In addition, social media provides an opportunity for the rapid and widespread 
dissemination of information, which terrorist groups exploit to incite violence and fear. 
Fundamentally, propaganda operations and disinformation activities are closely related, as 
both aim to influence targeted individuals’ or groups’ opinions and behavior. Propaganda 
is a targeted form of communication that conveys positive or negative messages about a 
particular ideology, government, or cause. Propaganda may be true or false. Disinformation 
is a subset of false propaganda, where the dissemination of false or misleading information 
is intended to cause confusion or distort public opinion. AI can support propaganda and 
disinformation efforts in the following ways. 

Automated Propaganda
AI can help terrorists spread their propaganda more efficiently and quickly. Automated 

systems can produce large amounts of material and distribute it in a targeted manner on 
social media platforms, thus increasing the material’s impact. In this case, the relationship is 
as follows: The databases containing general personal data already contain, for example, the 
denominational and religious orientation of the users, place of residence or previous place of 
residence, place of origin (birth), place of origin of the family, and previous studies or special 
courses, as a result of which botnets can deliver propaganda materials with extremist content 
in a targeted manner. 

The use of AI to scrape the Internet for personal information is relatively cheap and 
effective. Thus, although they are likely present, the fact such databases are extremely rare in 
European countries for legal reasons mitigates their impact. However, extremist organizations 
can obtain data through illegal means by buying it from the dark web or through social 
engineering methods like phishing.148 Using illegally obtained data, automated systems can 
be easily trained to focus only on a specific target group. For example, they may be able to 
filter large amounts of data by geographic location and then target people of a relevant age. 
As a result, within a geographically and socially limited target group, systems will be able 
to filter for persons with the targeted religious denomination who may be susceptible to 
radicalization. This way, propaganda delivered to the targeted group is much more effective.

Deepfake Technology
Deepfakes are a synthetic medium in which AI uses deep learning techniques to 

manipulate real data to create false images. Deepfake technology allows terrorists to create 
videos featuring, for example, politicians, public figures, or celebrities to discredit them or 
traumatic events to create panic.149 The deepfake video of Ukrainian President Volodymyr 
Zelenskyy in March 2022, in which he calls on the fighting Ukrainian forces to stop military 
148	 Weimann, “Going Dark,” 5.
149	 Ella Busch and Jacob Ware, The Weaponisation of Deepfakes: Digital Deception by the Far-Right (International 

Centre for Counter-Terrorism, 2023). 
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operations, is a good example of the effect of deepfake videos. The video was made at a 
relatively low standard, and recognizing the video did not depict the real president was easy. 
But as deepfake technology matures, how its use may create a great deal of confusion in 
times of crisis is not hard to imagine.150

Recognizing deepfake technology can be challenging for Internet users, but some signs 
and methods can be used to identify fake videos or propaganda. Deepfake videos often 
contain small errors in facial movement or, as with the Zelensky deepfake, the movement 
of the lips does not completely match the voice. Minor slippages occur between the visible 
image and the sound. Facial expressions and the frequency of blinking or eye movements may 
be unnatural.151 Also, where events shown in pictures and videos are either not in the line of 
sight of the characters or the sight is in our direction, the event is likely fake. In other words, 
where the fake character in the deepfake video is looking towards or behind the viewer, it 
is likely fake.152 Deepfake videos often cannot accurately reproduce skin texture and light-
shadow effects, especially in changing lighting conditions. The background may also contain 
errors such as strange blurs or distortions, or the background may be out of focus.153

Despite the ease of creating deepfakes, until the technology matures, deepfakes’ risk factor 
is medium, as educated users should be able to recognize they are dealing with manufactured 
media. The development of filters that can detect deepfakes will further decrease the impact 
deepfakes can have. 

Artificial Intelligence-Based User Profiles
Fake profiles created with the help of AI allow terrorists to adopt fake identities that 

facilitate them integrating into communities, spreading their ideology, and recruiting 
new members, or even obtaining information. These profiles can be so convincing that 
distinguishing them from the profiles of real users is difficult. Of course, the creators use real 
personal data for some of the fake profiles, thereby speeding up the process. An example of 
real personal data being used for a fake profile, 

“In 2019, an AI-generated profile picture was used on a LinkedIn account 
under the name Katie Jones. A young professional in her 30’s, Katie’s profile 
indicated she worked at a Washington-based think tank and was connected 
with a number of US governmental officials.”154 

150	 Bobby Allyn, “Deepfake Video of Zelenskyy Could Be ‘Tip of the Iceberg’ in Info War, Experts Warn,” NPR 
(website), March 16, 2022, https://www.npr.org/2022/03/16/1087062648/deepfake-video-zelenskyy-experts-
war-manipulation-ukraine-russia. 

151	 John Joseph Twomey et al., “Deepfakes in Warfare: New Concerns Emerge from Their Use Around the Russian 
Invasion of  Ukraine,” Conversation (website), October 26, 2023, https://theconversation.com/deepfakes-in-
warfare-new-concerns-emerge-from-their-use-around-the-russian-invasion-of-ukraine-216393. 

152	 Deepfake—most mar a szemunknek sem hihetunk?, digipedia, October 19, 2022, https://digipedia.hu/cikk/
deepfake-most-mar-a-szemunknek-sem-hihetunk. 

153	 EU Agency for Law Enforcement Cooperation, Facing Reality? Law Enforcement and the Challenge of 
Deepfakes (EU Agency for Law Enforcement Cooperation, 2022). 

154	 UN Office of Counter-Terrorism and UN Interregional Crime and Justice Research Institute, Algorithms 
and Terrorism: The Malicious Use of Artificial Intelligence for Terrorist Purposes (UN Office of Counter-
Terrorism and UN Interregional Crime and Justice Research Institute, 2021), 43–44.
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The case mentioned above is a good example of how, in some cases, such fake profiles 
can be used to extract information from people working in the government sector. These 
profiles are suitable even for on-line messaging applications and social media services to 
carry out targeted interactions with persons working in the government sector who have 
access to potentially sensitive information. With the help of the fake profile and psychological 
manipulation tools, they get close to the target from whom they obtain information. In 
addition, an additional problem is that the persons or groups using such profiles cannot be 
identified due to the fake profile.

Propaganda Generation
Extremist groups could use AI to generate content that appeals to their target audience’s 

emotions, biases, and grievances, spreading their ideologies more effectively. In addition to 
being more effective, spreading propaganda with AI also works much faster than traditional 
methods. The distribution of targeted propaganda material prepared by AI with the help of a 
rented botnet makes the extremist organization’s activities even more effective. The delivery of 
propaganda materials is most effective when the materials reach the right target audience. But 
digital raw material such as personal data is essential for effective personalization. As a result, 
botnets need to know the following data about the target to spread disinformation accurately.

• 	 Name and e-mail address. The recipients and target audiences are more likely to 
respond to messages that include a personal appeal or relevant information. Using a 
name lends credibility to the bot message so a particular propaganda piece can reach 
more people and increase engagement.

• 	 The botnet knows who to target based on what interest or affiliation. Using previously 
collected information based on e-mail addresses or other data, the botnets can more 
accurately target the right demographic group, be it age, interests or geographic 
location, or religious affiliation.

• 	 Social media profile. In addition to the target’s personal data, their other contacts are 
available. The botnet can easily forward messages to the target’s contacts as well or 
take advantage of the victim’s network of connections to multiply the distribution’s 
efficiency.

Risk to Civil Society
The research for this chapter also collected the viewpoints of professional Hungarian 

businesses and public associations to understand better the impact AI technologies can have 
on society. The questions posed addressed both impact and mitigation. 

• 	 For what purposes can extremist organizations use illegally obtained personal data?

• 	 Concerning EU and NATO member states, where would imposing stronger legislation 
or technical guidelines be appropriate to reduce the risk of incidents arising from the 
handling of personal data used by generative AI in the EU and in NATO member 
countries?
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The risk factors interviewees raised were the following. 

•	 More and more personal data is legally available on the open Internet, and can be 
easily obtained by malign actors. 

•	 Personal data can also be obtained easily through social engineering, which will 
worsen as personalizing messaging becomes easier. 

•	 Governments and businesses need to cooperate better regarding cybersecurity. 
Although organizations like the EU Agency for Cybersecurity have issued countless 
guidelines regarding cybersecurity, they must also find ways to monitor cyberactivity 
to detect and prevent attacks.155

•	 Large, multinational firms are particularly vulnerable due to their reliance on 
subcontractors with inadequate cybersecurity practices. The fact these subcontractors 
may operate in countries that do not have protections that are uniform with the EU 
creates vulnerabilities. 

•	 Key and senior people in government and corporations must ensure good cybersecurity 
at home as well as at work. Otherwise, they may be vulnerable through the use of 
appliances or other home devices connected to the Internet that can gather personal 
data that can be used to gain access to sensitive systems. 

•	 Organizations such as Hungary’s Artificial Intelligence and Legal Tech Association 
and the Data Protection Professional Association expressed concerns about the ability 
of terrorist and criminal organizations to use ransomware and other cyber means to 
raise funds, lowing the organizations’ risks and making them harder to prosecute.

•	 The combination of large amounts of legally available data and AI algorithms can 
enable criminal and terrorist organizations to engage in predictive profiling and other 
intelligence-type activities that will exponentially increase their capabilities. 

•	 The malicious use of legally and illegally obtained health and genetic data—for 
example, to create biological weapons—can be a serious problem.

The organizations surveyed listed the following activities as high-risk for their 
organizations. 

•	 financial abuses

•	 targeted disinformation

•	 deepfakes

•	 social engineering, such as phishing, to identify individual and organizational 
vulnerabilities and profile targeted persons

•	 identity theft, such as obtaining or copying social media accounts, for the sake of 
targeted dissemination, finding vulnerabilities in social media that allow for targeting 
of extremists

•	 predictive profiling that can forecast future actions  
155	 “Contact,” EU Agency for Cybersecurity (website), n.d., https://www.enisa.europa.eu/about-enisa/contact.
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The organizations surveyed believed the Network and Information Security Directive 
(NISD), which is the EU’s cyber-protection framework, represents a leap ahead in 
cybersecurity, but it requires effective oversight and enforcement to be effective. The NISD 
Directive is the EU’s cyber-protection framework, which aims to improve the security of 
network and information systems, especially in the field of critical infrastructure. 156

The directive obligates organizations to provide uniform protection throughout the 
entire supply chain, butthe speed and direction of its implementation has been perceived 
as inconsistent and implementation needs to be accompanied by public education programs 
regarding the responsible use of the Internet and of Internet of Things devices ordered from 
non-EU-compliant countries, as well as the responsible use of non-EU-compliant AI systems. 

Questionnaire Results
The questionnaire aimed to paint a more accurate picture of the threat of AI and to assess 

the scope of the current threat. Questions included whether individuals had encountered AI-
produced content, and their perception of the risk associated with that content. Twenty-five 
people responded. According to the results, 33.3 percent of respondents spend 30–60 minutes 
on social media daily, 23.8 percent spend one to two hours, and 19.0 percent spend 15–30 
minutes. On the extreme end, 14.3 percent spend more than two hours on social media, and 
only 9.5 percent report occasional use.157 Respondents typically spend time on social media 
on the following platforms. The results of the questionnaire research were as shown in figure 
3-1.

 
Figure 3-1. Distribution of social media use

156	 “New Rules to Boost Cybersecurity of EU’s Critical Entities and Networks,” European Commission, October 
17, 2024, https://digital-strategy.ec.europa.eu/en/news/new-rules-boost-cybersecurity-eus-critical-entities-and-
networks. 

157	 The questionnaire has an error rate of 0.1 percentage points due to rounding to two decimal places. Closing date 
of the research cycle: August 14, 2024, 10:17 a.m.



51Terrorist Use of Artificial Intelligence-Driven Social Media

Of the respondents, 28.6 percent reported using YouTube and 42.9 percent reported using 
Facebook, suggesting these platforms could be significant vectors for terrorist information 
operations. But the risk spectrum is reduced by the fact the user must presumably belong 
to a closed group. This is also supported by the National Media and Infocommunications 
Authority’s investigation in September 2024 (figure 3-2).158

Figure 3-2. Attendance of thematic content by the online media audience

The numbers shown above the channels result from the daily average time spent, which 
is the average time spent by the audience of the analyzed content during the analyzed period. 
For example, in Hungary, news sites reach the most Internet users, but people spend the 
longest time (3,025 seconds) on social media sites. 

A significant majority of users, 71.4 percent, believed extremist organizations use AI 
in their activities, and 28.6 percent did not know the answer. No respondents reported not 
believing extremists used AI in their activities. These results indicate a high level of risk 
awareness, but the organizational interviews’ results indicate a lower level of understanding 
of how to mitigate the threat. Still, many are unaware of the threat, suggesting greater 
emphasis on education is necessary. 

Regarding mitigation, the survey asked respondents if they believed they could recognize 
AI-generated content: 47.7 percent reported they could, 19 percent reported they could not, and 
the remainder were unsure. Although almost half felt comfortable recognizing AI-generated 
content, the remainder is significant enough to illustrate the vulnerabilities the organizations 
158	 The legend for figure 3-2 is as follows: 1: News site; 2: Magazine; 3: Public information/link; 4: E-commerce; 

5: Social media; 6: Entertainment; 7: E-mail; 8: Other; 9: Adult content; 10: Search engines. National Media 
and Infocommunications Authority, Az elektronikus hírközlési piac fogyasztóinak vizsgálata (National Media 
and Infocommunications Authority, July 2024).
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articulated. Organizations observed a few key well-placed individuals vulnerable to AI-
generated manipulation can provide terrorists with access to critical infrastructure. 

The questionnaire also asked whether respondents had encountered extremist AI-
generated content. More than half the respondents, 61.9 percent, had not; 19 percent 
claimed they would not recognize content as extremist propaganda if they did encounter it. 
A similar number, 19.1 percent, stated they had already encountered such content. Seventy-
one percent of respondents also stated the biggest risk associated with terrorist use of AI is 
disinformation. Given many of the respondents worked in the fields of law enforcement, 
public administration, and education, the rates for the general public are likely lower. 

Mitigating the Threat: Strengths, Weaknesses, Opportunities, and Threats Analysis

The strengths, weaknesses, opportunities, and threats analysis is the examination of an 
organization’s or an entity’s (for example, an extremist organization’s) internal strengths 
and weaknesses, its opportunities for growth and improvement, and the threats the external 
environment presents to its survival.159 Strengths, weaknesses, opportunities, and threats 
(SWOT) analysis can be used to explore the terrorist use of AI for NATO members and their 
citizens. The content of this analysis follows from the interviews, surveys, and questionnaires 
completed as part of the research for this chapter.

Strengths
Automation and efficiency: AI can analyze large amounts of data quickly and efficiently, 

which can help with recruitment and propaganda.160

Anonymity: AI technologies such as deepfakes and chatbots allow organizations to hide 
their true identities and become harder to track.161

Costs: The use of AI is currently much cheaper than the violent methods and tools 
associated with extremist organizations. The market prices of information technology devices 
are significantly cheaper than those of weapons technology devices.162

Availability: AI technology is widely available to terrorist organizations, which can use 
commercially available technology, including algorithms and databases that can be tailored with 
little technical knowledge, for their purposes.163 For example, by simply manipulating keywords, 
159	 G. Houben et al., “A Knowledge-Based SWOT-Analysis System as an Instrument for Strategic Planning in 

Small and Medium Sized Enterprises,” Decision Support Systems 26, no. 2 (August 1999): 125–35; and Jeffrey 
P. Harrison, “Strategic Planning and SWOT Analysis,” in Essentials of Strategic Planning in Healthcare (Health 
Administration Press, 2010), 92.

160	 Clarisa Nelu, “Exploitation of Generative AI by Terrorist Groups,” International Center for Counter-Terrorism, 
November 13, 2024, https://www.icct.nl/publication/exploitation-generative-ai-terrorist-groups. 

161	 Thomas H. Kean and Lee H. Hamilton, “Digital Counterterrorism: Fighting Jihadists Online, Task Force on 
Terrorism and Ideology, Bipartisan Policy Center, March 2018, https://bipartisanpolicy.org/download/?file=/
wp-content/uploads/2019/03/BPC-National-Security-Digital-Counterterrorism.pdf. 

162	 Robert Weissman and Savannah Wooten, “A.I. Joe: The Dangers of Artificial Intelligence in the Military,” 
Public Citizen, February 29. 2024, https://www.citizen.org/article/ai-joe-report/. 

163	 “Terrorist Groups Looking to AI to Enhance Propaganda and Recruitment Efforts,” Intelbrief, October 3, 2024, 
https://thesoufancenter.org/intelbrief-2024-october-3/.; “Non-state Actors’ Use of Commercially Available 
Technologies,” U.S. Department of Homeland Security, August 2023, https://www.dhs.gov/sites/default/
files/2023-09/07.%20Addressing%20Risks%20of%20COTS%20Tech_508_0.pdf. 
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terrorist organizations can use advertising models to accomplish key radicalization and recruiting 
tasks.164 When social media filters detect this content, terrorist organizations modify their 
keywords to bypass the filters, in what ends up being a game of cat and mouse.165 Even if terrorist 
disinformation is only available for a short time, it can still have the desired effect. 

Customizable: AI can be relatively easily customized, as a result of which one can make 
AI more efficient with the help of a properly chosen model. Especially in the case of data 
collection and data cleaning, personal data can be easily obtained from dark web markets. In 
this way, extreme content reaches the user in a targeted manner.166

Weaknesses
Technological limitations: Despite the commercial availability of relevant models, the 

development, employment, and maintenance of AI and related databases require a high level 
of expertise and resources, which not all extremist organizations can afford.167

Ethical and legal barriers: Illegal or unethical use of AI can easily lead to legal 
consequences, and the detection of such activities by authorities is gradually improving.168 

Language barriers: Language barriers can make understanding and spreading extremist 
views in other parts of society difficult, as language and culture are closely related. Special 
language barriers, especially with uncommon languages, greatly complicate the activities of 
extremist organizations, because with languages, especially complex ones or ones that have 
small populations of native speakers, users often recognize they are dealing with a machine 
language generator because the machine, which has likely been trained on more common 
languages, will make mistakes.169

Opportunities
Adaptive technologies: The development of AI systems provides an opportunity to 

develop new methods of communication and attack planning.

Global availability: AI tools are easily accessible via the Internet and can be used 
worldwide, facilitating global coordination.
164	 “Handbook on Children Recruited and Exploited by Terrorist and Violent Extremist Groups: The Role of the 

Justice System,” United Nations Office on Drugs and Crime, 2017, https://www.unodc.org/documents/justice-
and-prison-reform/Child-Victims/Handbook_on_Children_Recruited_and_Exploited_by_Terrorist_and_
Violent_Extremist_Groups_the_Role_of_the_Justice_System.E.pdf. 

165	 Sara Zeiger and Joseph Gyte, “Prevention of Radicalization on Social Media and the Internet,” Alex P. Schmid, 
editor, Handbook of Terrorism Prevention and Preparedness (The Hague: International Centre for Counter-
Terrorism, 2021), 360.

166	 Geoff Williams, “Is Your Private Data on the Dark Web?” CNET, November 18, 2024, https://www.cnet.com/
personal-finance/is-your-private-data-on-the-dark-web-experts-share-the-warning-signs-and-tips-protect-
yourself/. 

167	 Thomas Davenport and Ravi Kalakota, “The Potential for Artificial Intelligence in Healthcare,” Future 
Healthcare Journal, Vol. 6, No. 2 (2019), 94-98, https://pmc.ncbi.nlm.nih.gov/articles/PMC6616181/. 

168	 “FTC Announces Crackdown on Deceptive AI and Schemes, U.S. Federal Trade Commission, September 25, 
2024, https://www.ftc.gov/news-events/news/press-releases/2024/09/ftc-announces-crackdown-deceptive-ai-
claims-schemes. 

169	 Martha Crenshaw, Rethinking Transnational Terrorism: An Integrated Approach (Washington, DC: US Institute 
of Peace, 2020), 16, https://www.usip.org/sites/default/files/2020-02/pw_158-rethinking_transnational_
terrorism_an_integrated_approach.pdf. 
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Threats
Cyber defense and countermeasures: State and international organizations are developing 

increasingly advanced AI-based defense systems that can more effectively identify and 
prevent extremist activities.170

Technological competition: Technological competition between different extremist 
groups may increase, increasing the risk and complexity of AI applications.

Conclusion
This research shows extremist organizations are increasingly expected to use the services 

provided by AI. Although extremist groups currently appear to be dependent on commercially 
available capabilities, they will likely be able to develop and train their own models as AI 
technology becomes even more ubiquitous and consequently cheaper. The greatest perceived 
threat from terrorists’ use of AI is disinformation, followed by recruiting and radicalization. 
For both these activities, creating propaganda and recruiting material using AI is relatively 
easy. Popular social media platforms like Facebook and YouTube represent key channels for 
terrorist activity.171 Although these platforms take measures to mitigate extremist use, users 
often report having difficulty distinguishing or recognizing extreme propaganda material.172

Because the signatures of terrorists’ use of AI models are poorly understood, groups 
can use AI technology in ways that may be difficult for law enforcement to detect. This 
problem is more theoretical, since the data management of the extremist organization itself 
is presumably illegal. As chapter 7 will cover in more detail, efforts to use legislation and 
regulation to mitigate extremist threats have met with mixed results.173 Because AI models 
are commercially available, extremists can often access them legally, even if the extremists’ 
purpose is illegal. Although regulations like the Network and Information Security Directive 
represent an important effort to limit extremists’ access, more must be done to ensure proper 
oversight and enforcement. More must also be done by NATO members to standardize 
regulations and protections outside NATO member countries. 

170	 Vladimir Voronkov and Antonia Marie De Meo, “Countering Terrorism Online with Artificial Intelligence, 
United Nations Office of Counter-Terrorism, 2021, https://www.un.org/counterterrorism/sites/www.un.org.
counterterrorism/files/countering-terrorism-online-with-ai-uncct-unicri-report-web.pdf.

171	 Brian Fishman, “Crossroads: Counter-terrorism and the Internet,” Texas National Security Review, Vol. 2, No. 
2 (2019), https://tnsr.org/2019/02/crossroads-counter-terrorism-and-the-internet/. 

172	 Katherine J. Wu, “Radical ideas spread through social media: Are the algorithms to blame?” NOVA, March 28, 
2019, https://www.pbs.org/wgbh/nova/article/radical-ideas-social-media-algorithms/. 

173	 Tom Wheeler, “The Three Challenges of AI Regulation,” Brookings Institution, June 15, 2023, https://www.
brookings.edu/articles/the-three-challenges-of-ai-regulation/. 
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CHAPTER 4

The Coming of the Techno-Terrorist Enterprise:         
AI and the Tactical, Organizational, and 

Conceptual Transformation of the World of 
Violent Nonstate Actors

Dr. Gábor Nyáry173

*

Editor’s Note
This chapter describes artificial intelligence (AI)’s potentially transformative effects on 

terrorism as an enterprise. Describing AI as a ‘revolution in terrorist affairs’, the chapter 
observes that AI will improve terrorists’ tactical capabilities and potentially transform all 
aspects of terrorist operations to the point they can adopt ‘corporate management’ practices, 
enabling operations on a larger scale and scope. Though AI may allow terrorists to become 
more corporate and thus more effective, it also exposes them to vulnerabilities that give 
counterterrorists opportunities to be more disruptive to terrorist operations. As described in 
the introduction, denying terrorists success is one way to deter operations and mitigate their 
ability to expand. But Nyáry also observes that counterterrorist strategies, like the strategy of 
deterrence, are inherently reactive. To be more proactive, he also discusses using taxonomies, 
datasets, and Agent-Based Modeling (ABM) to take the offensive to the terrorist enterprise.

Introduction
Terrorism is by no means a new phenomenon, but it seems to be changing its tempo 

these days.174 As noted in the introduction, terrorist incidents have surged everywhere from 
the Middle East to the capitals of Europe. Perhaps less visible is a growing presence of very 
capable technology in more aspects of terrorist operations. Terrorists’ use of technology—
often the cutting-edge pieces of the time—is also not new. But a shockingly wide range 
of new technologies that are now regularly appearing in terrorists’ hands is threatening 
to become a real game changer in the deadly contest between the forces of terror and the 
*	 The information and views expressed in this publication are solely those of the author and do not 

necessarily represent the views and policies of NATO, COE-DAT, NATO member states or institutions 
with which the author is affiliated.

174	 David C. Rapoport, Waves of Global Terrorism: From 1879 to the Present (Columbia University Press, 2022).
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forces of counterterrorism.175 The same disruptive technologies are in the middle of public 
discourse, at least since the much-praised debut of ChatGPT: the first publicly available large 
language model and a form of generative AI technology.176

Artificial intelligence is a general-purpose technology. It can be incorporated into many 
human processes accompanying both the peaceful existence and the violent clashes of 
our societies. Artificial intelligence has the potential to transform practically everything. 
Terrorism is a par excellence social phenomenon in our lives, not something apart. If AI 
technologies will transform every aspect of society, from the organization of the economy to 
waging war, then they will have a similarly disruptive effect on terrorism, too. ‘Disruptive’ 
denotes a profound transformation: not just some minor change, not some new weapon, or 
some innovative procedure. Examining the grim possibility of a close nexus between AI 
technologies and terrorism is to map the whole range of dramatic transformation innovative 
AI technologies can cause in the terrorists’ universe.

Terrorists are increasingly active and demonstrate greater expertise in using modern 
information and communication technologies for various aspects of their operations.177 The 
term ‘online radicalization’ has now become a commonplace expression in the world of 
counterterrorism.178 Counterterrorism experts widely acknowledge terrorist organizations 
have greatly expanded their online presence and operations. They skillfully exploit the vast 
possibilities offered by various online platforms, from recruiting and fundraising to executing 
lethally effective online influence campaigns. Terrorist organizations do not act like strangers 
in the digital domain; they operate as true cybernatives.179

Another even more concerning aspect of the modern terrorist modus vivendi/modus 
operandi is emerging. The professionalization of these unlawful, aggressive entities has 
already progressed beyond merely using the technological achievements of surrounding civil 
societies. Many such terrorist entities have evolved new models of organization, which is 
now a documented fact. Some formations have begun to resemble, organize, operate, and 
even think like large corporate entities rather than ragtag bands of outlaws and ideological 
zealots.180 Terrorist entities are beginning to resemble established enterprises.

175	 Bruce Hoffman and Fernando Reinares, eds., The Evolution of the Global Terrorist Threat: From 9/11 to Osama 
bin Laden’s Death (Columbia University Press, 2014).

176	 Mohammed M. Hafez and Maria J. Rasmussen, Terrorist Innovations in Weapons of Mass Effect (Defense 
Threat Reduction Agency Advanced Systems and Concepts Office, 2010); and Mohammed M. Hafez and Maria 
J. Rasmussen, Terrorist Innovations in Weapons of Mass Effect: Phase II (Naval Postgraduate School Center on 
Contemporary Conflict, 2012).

177	 For some particularly interesting use cases, see John R. Vacca, ed., Online Terrorist Propaganda, Recruitment, 
and Radicalization (CRC Press, 2020). Susan Sim. “Emerging Terrorist Threats: Everything, Everywhere, All 
at Once?,” Susan Sim, Eric Hartunian, and Paul J. Milas, Emerging Technologies and Terrorism: An American 
Perspective (Carlisle Barracks, PA: Strategic Studies Institute and Army War College Press, 2024), 5-8, 
https:press.armywarcollege.edu/cgi/viewcontent.cgi?article=1963&context=monographs. 

178	 For some pioneering thoughts, see Daveed Gartenstein-Ross et al., “Terrorists and Technological Innovation,” 
Lawfare (website), February 2, 2020, https://www.lawfaremedia.org/article/terrorists-and-technological-
innovation. 

179	 Sims, 19. Brian Fishman, Crossroads: Counter-terrorism and the Internet, Texas National Security Review, Vol. 
2, No. 2, (February 2019), https://tnsr.org/2019/02/crossroads-counter-terrorism-and-the-internet/.

180	 “2022 National Terrorist Financing Risk Assessment,” US Department of Treasury, February 2022, https://
home.treasury.gov/system/files/136/2022-National-Terrorist-Financing-Risk-Assessment.pdf. 
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Considering the current trends in terrorism, another alarming development should be 
noted. A growing number of reports indicate terrorist organizations, which conspire against 
the peaceful world, are experimenting with the possibilities inherent in AI and large language 
models: technologies that have also excited the civilian world. To underscore the severity of 
this trend, at the end of August 2024, a group of influential AI experts started advocating for 
effective guardrails for generative technologies. The AI experts’ primary concern was the risk 
of manufacturing bioweapons and the rapid, AI-supported proliferation of bioterrorism.181

Framework of Analysis
Experts’ conventional, primarily technology-focused perspectives (especially experts 

working in engineering fields) can mislead us when examining the impacts of new technologies 
(particularly AI technologies) on terrorism. Therefore, new approaches are worth considering 
as well when analyzing this topic.

Perspectives
The few open-source research studies and analyses on AI technologies’ impacts on 

terrorism have invariably focused only on terrorists’ direct applications of AI technologies. 
New dangers and risks are emerging at the tactical level of terrorism. The starting hypothesis 
here is if one accepts that terrorism—regardless of the tools and methods employed—is never 
a technological issue but a social phenomenon, then a reasonable assumption is the extent to 
which AI technologies impact, shape, and transform modern societies will likewise be the 
extent to which they can transform the world of terrorism. To examine the possible outcomes 
of the AI-terrorism nexus (and the new dangers inherent in this connection), one must change 
perspective, lines of thinking, and even attitudes.

The first question is one of perspective. Maintaining a broad field of vision when 
examining this issue is perhaps essential. A narrowly technology-focused approach may pose 
a risk to the work’s success. One cannot ignore global power structures and geopolitical 
developments, which are not merely a background researchers often dutifully outline at the 
beginning of their work. The ongoing and increasingly intense power rivalries and conflicts 
today have taken on the character of a techno-geopolitical race: a technological struggle. 
This clearly indicates, when researching the intersections of high technology and terrorism, 
geopolitics is both a backdrop and an indispensable condition.

The Power of Analogies
If a scholar researching modern corporate management topics were to take even a brief 

and thoughtful glance at some of the specifics of contemporary terrorism, they would be 
astonished to realize how closely this subject—often considered fundamentally criminalistic 
or security-political—aligns with their own narrower field of study. The term ‘terrorist project 
181	 Alison Snyder, “AI Biosecurity Concerns Prompt Call for National Rules,” Axios (website), August 23, 2024, 

https://www.axios.com/2024/08/23/ai-biosecurity-laws-regulation. 
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cycle management’, which might sound absurd, could actually describe the typical operational 
activities of an average terrorist actor (whether a small group or a complex organization) with 
perfect accuracy. Thus, among the hypotheses of this study is the idea certain concepts related to 
the organization and operation of modern societies (and even cultures), which are fundamentally 
used in the normal, peaceful human world, might help understand better the closed, secretive, 
and dangerous world of terrorism. Employing analogical thinking in this manner can be a useful 
tool for placing this issue within the broader perspective mentioned earlier and analyzing the 
issue from that vantage point. The concepts, organizational systems, and modes of operation 
from the modern corporate world naturally offer the most useful analogies for this approach.

The rationale behind a broad, analogical approach is simple. Today, technology and 
corporate management experts, investors, policymakers, and civil organizations are all 
concerned with the question: How can AI be integrated into the operations and the broader 
life of large economic (or governmental) organizational systems?182 Specifically, which 
AI technologies can be embedded into which specific areas or processes of organizational 
life and operations? What are the prospects for improving operational efficiency and 
overall effectiveness? What are the technological, organizational, and cultural conditions 
accompanying the integration or adoption of AI technologies? What are the challenges or 
even explicit dangers associated with integrating AI technologies into particular areas of 
organizational operations?

Analogizing modern corporations to terrorism as an enterprise provides a useful space for 
investigation. The data, information, and knowledge that can be acquired here, when projected 
onto the similarly structured, similarly functioning (and even similarly characterized by certain 
organizational-cultural traits), but fundamentally closed and secretive terrorist enterprise, 
could provide entirely new insights for counterterrorism experts and, consequently, for the 
shapers of counterterrorism policy as well.

Background: The Shadows of Disruption
Some of the most popular buzzwords in our new world, based on high technology 

and networking, are “digital transformation” and “disruption.”183 Naturally, no uniform 
interpretations or usages of these terms exist. The terms’ use is perhaps justified by an 
often unspoken but crucial element: the speed and scale of social transformations make the 
current process of technology adoption unique. Unlike the slow, evolutionary development 
and transformation of other times, today, technologies bring about dramatic changes: a true 
break (that is, disruption) in society’s previous operations and processes. This is precisely 
where the inherent duality of such transformations lies: their immense advantages and their 
dramatic threats.

182	 Alison Murray, “Organizations are fighting for the ethical adoption of AI. Here’s how you can help,” ZDNET, 
October 18, 2023, https://www.zdnet.com/article/organizations-are-fighting-for-the-ethical-adoption-of-ai-
heres-how-you-can-help/. 

183	 “What is digital transformation,: McKenzie and Company, August 7, 2024, https://www.mckinsey.com/
featured-insights/mckinsey-explainers/what-is-digital-transformation. 
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Disruptive Technologies: The Role of Innovation
States that could not extend and solidify their technological leadership can easily sink into 

irrelevance as the technologies that formed their power base become outdated.184 The strong 
connection, interdependence, and mutually reinforcing nature of technology and power 
politics are becoming particularly striking now, in the unfolding era of the so-called Industry 
5.0, or the “Fifth Industrial Revolution”—a world driven by production powered by directly 
communicating machines, AI, and robotics.185 Even experts who play a defining role in 
shaping high technologies believe this new phase of technological and societal development 
could elevate the technology-driven nature of external and internal power politics to an 
unprecedented level.186 Or seen from another perspective, this new phase can lead to the 
complete politicization of the most important technologies.

Although this unprecedented intertwining of technology and power politics is partly 
a perceptual phenomenon, the special role attributed to the defining high technology of 
our time is intriguing to consider. The most dominant high technology of the current era, 
AI, is fundamentally different from previous general-purpose technologies (steam or 
electricity) and is inherently generative.187 As Eric Schmidt, a prominent figure in the global 
technological elite, asserts, the key to global hegemony in the coming decades will not be 
the mastery and control of a specific technology, but the ability to innovate continuously.188 
The decisive nature of innovation stems from the fact innovation functions as a generator 
of further innovations.189 In the concept, perspective, and chosen analytical toolkit of this 
present study, this particularly important characteristic of AI technology has been given 
significant weight. The underlying assumption is that, with the rapid social adoption of AI 
technologies, this general-purpose technology could also disruptively transform the entire 
world of terrorism.

Techno-Geopolitics and Securitization
The fact the dramatic technical and social transformations unfolding in technology are 

today the pivotal point of global events would be difficult to dispute. The transformative role 
of a whole series of innovations, the previously glimpsed palette of emergent technologies, is 
184	 The nexus between technological progress and power is discussed (and debated) by many scholars. A 

balanced overview is offered by Glenn Diesen, Great Power Politics in the Fourth Industrial Revolution: The 
Geoeconomics of Technological Sovereignty (I. B. Tauris, 2021).

185	 John Nosta, “The 5th Industrial Revolution: The Dawn of the Cognitive Age,” Psychology Today (website), 
October 6, 2023, https://www.psychologytoday.com/us/blog/the-digital-self/202310/the-5th-industrial-
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changes,” The Washington Post, June 4, 2024, https://www.washingtonpost.com/technology/2024/06/04/
openai-employees-ai-whistleblowers/. 
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Institution (website), January 17, 2020, https://www.brookings.edu/articles/whoever-leads-in-artificial-
intelligence-in-2030-will-rule-the-world-until-2100/. 
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striking.190 But the intimate relationship between high technologies and global power struggles 
is only one side of the coin. We cannot overlook another increasingly clear phenomenon 
around the imaginary ring of techno-power conflicts. Just as innovation and technology 
intertwine with external power struggles, an equally strong interaction between foreign and 
domestic political processes exists. As geopolitics reemerged in high-level politics in the 
second half of the 2010s, a parallel intensification of the securitization of societies’ internal 
lives occurred. This securitization is a process in which previously mundane elements of 
everyday life, entirely devoid of political significance, are now acquiring political and 
national security dimensions.191

This duality in the sociopolitical background can create an especially dangerous 
environment for the intersection of AI developments and terrorism. The securitization of 
societies may provide the necessary conditionsfor a new form of violence-driven, objective 
pursuit. Meanwhile, the intensification of global power competition, the lack of rules, 
and the external relationships based on temporary partnerships provide fertile ground for 
the convergence of actors with various objectives, ideological motivations, and levels of 
organization.192 On this foundation, an entirely new concept of a terrorist world could 
emerge.

The Technology-Enabled Terrorist
For a long time, to view terrorists as mad, unpredictable fanatics was customary.193 

Although the moral motivations behind this approach are understandable, the perspective 
has proven to be misguided and has hindered a precise understanding of the phenomenon 
of terrorism—and, consequently, the possibility of mitigating its dangers. That the terrorist 
world, which operates with rational actors, can perceive and analyze the movements and 
actions of the peaceful society surrounding it, should be an important insight.194 Accordingly, 
the terrorist world is highly innovative and capable of continuously adapting to the 
countermeasures taken by the civil world it opposes.195

190	 Yll Bajraktari et al., Generative AI: The Future of Innovation Power (Special Competitive Studies Project, 2024).
191	 Rens van Munster, “Securitization,” Oxford Bibliographies, June 26, 2012, https://www.oxfordbibliographies.
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Implications for Defense—Issues for Congress, Congressional Research Service, August 28, 2024, https://sgp.
fas.org/crs/natsec/R43838.pdf. 
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Understanding the Domestic and International Terrorist Threat (Praeger, 2019). Another book should also be 
mentioned here, because of its insight: John Horgan, Terrorist Minds (Columbia University Press, 2024).

194	 In a sense, groundbreaking research is contained in Walter Enders and Xuejuan Su, “Rational Terrorists and 
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61The Coming of the Techno-Terrorist Enterprise: AI and the Tactical, Organizational, and Conceptual Transformation of the World of Violent Nonstate Actors

Far from being unfamiliar with embracing new technologies and harnessing them for their 
own purposes, terrorists are at the forefront of embracing cutting-edge technologies.196 They 
are already adept at exploiting the possibilities of digitalization. For this reason, examining 
the chances, methods, and consequences of terrorists’ adoption of AI technologies as a real 
threat is warranted.197

Terrorism: Theoretical Constructions and Changing Concepts
Like many modern concepts in the social sciences and social life, such as digitalization, 

cyberspace, and geopolitics, the term “terrorism” is highly diffuse and endowed with 
multiple meanings.198 Many definitions exist. But a few common features of terrorism can 
be highlighted. Universally, the element of violence is present in the definition of the term. 
Although this key factor does not fade, another factor has gradually gained importance in 
the literature in recent years. The psychological impact seems to be increasingly valued 
and is beginning to be considered the essence of terrorism. This aspect, the intent to create 
psychological effects beyond the immediate victims, is starting to take a central role in the 
meaning of modern terrorism in the view of some experts.

It might be particularly important to draw attention to this circumstance because of the 
fact the broad toolkit and channels of digitalization open up unprecedented opportunities 
to manipulate psychological effects199. At the same time, the fear that this digital toolkit, 
already proving to be a significant force multiplier, could be exponentially amplified by the 
capabilities of generative AI, seems justified. Generative AI could rapidly shift the focus 
of the modern techno-terrorist toward less bloody but far more effective psychological 
operations.200

Emerging Technologies: The Coming Revolution of Terrorist Affairs
In recent decades, a frequently mentioned concept in military and security discourse is 

the revolution of military affairs.201 Revolution of military affairs refers to transformations 
in war-fighting that arise from the convergence of technological development, doctrinal 
innovation, and organizational adaption. The term has referred to innovations like German 
blitzkrieg tactics used in World War II and US Secretary of Defense Donald Rumsfeld’s 

196	 A wealth of scattered but important information is already available: Tech Against Terrorism, State of Play: 
Trends in Terrorist and Violent Extremist Use of the Internet (Tech Against Terrorism, 2022). See also for useful 
details: Tech Against Terrorism, Tech Against Terrorism Annual Report 2020-2021 (Tech Against Terrorism, 
2021) and its newer edition, Tech Against Terrorism, Early Terrorist Experimentation with Generative Artificial 
Intelligence Services (Tech Against Terrorism, 2023).

197	 Gartenstein-Ross et al., “Terrorists and Technological Innovation.” 
198	 Maybe one of the best studies that can introduce a certain order to the chaos of terminology is: Anthony 

Richards, Conceptualizing Terrorism (Oxford University Press, 2013).
199	 Alex P. Schmid, Defining Terrorism (The Hague: International Centre for Counter-Terrorism, 2023), 16-17, 
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efforts to integrate advanced technology in the early 2000s.202 This complex concept serves 
as a good starting point for thinking differently about the possible dimensions of a techno-
terrorist world.

Though many have questioned the existence and periodic applicability of the revolution 
of military affairs concept, one common denominator is striking. The invention and adoption 
of cutting-edge technologies in military operations can be accompanied by an eventual 
transformation of organizational concepts and even renewed strategic thinking. This 
thorough, complex transformation can result in a revolutionary change in how militaries 
fight. But what if such a complex transformation will change the world of modern terrorism?

Some of today’s terrorist entities are leaders in adopting new digital technologies—
an accepted and rather well-documented phenomenon. Some terrorist entities are already 
experimenting with different AI tools, including generative AI algorithms, which is both 
well-known and disturbing.203 Thus, we believe in the worth of examining and closely 
analyzing the possibility of a development where terrorists’ adoption of new technologies, 
accompanied by profound organizational changes and new strategic thinking, could result in 
a veritable revolution of terrorist affairs.

An important concept has repeatedly emerged that merits pause. Several recent 
groundbreaking studies have drawn attention to the remarkable capacity for innovation within 
terrorist organizations.204 Here, the focus of analysis is specifically directed to the segment 
of technological innovations. The technological curiosity and the attitude of embracing 
technological innovations among several significant terrorist entities are striking.205 An important 
point here should not be overlooked: Innovation is far from synonymous with invention.

This is a noteworthy observation and a well-founded assumption, as articulated in an 
important study recently published, connected to the key issue highlighted in the broader 
background panorama of the previous sections of this study. At the intersection of technological 
innovations and power, the ‘first innovators’ are not necessarily the ones who manage to turn 
new technologies into practical power advantages. The real key to exploiting the potential of 
new technologies in the realms of power and strength lies in innovation and adoption.206 This 
202	 James R. Fitzsimonds and Jan M. Van Tol, “Revolutions in Military Affairs,” Joint Force Quarterly (Spring 
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possibility is worth considering in the interactions between terrorism and high technology.207 
This phenomenon could pose the danger, in the technological competition (the AI arms race), 
where terrorist entities, although not supported by the power and resources of nation-states 
(or giant technological corporations), could take the lead.208

The Terrorist Enterprise
A real revelation occurred—or just a frightfully shocking piece of information was 

revealed—when, in the summer of 2022, Ukrainian hacktivists managed to break into the system 
of a notorious Russian hacker group and exposed several thousand documents that described 
the inner workings of this large, organized criminal group. What was striking was the group 
was organized very well along the lines of modern corporate enterprises. It had what appears to 
be its own human resources department, internal memos summarizing regular project meetings, 
and employee incentive programs even a best worker of the month contest, with pictures of 
smiling coworkers who managed to serve best their criminal entity.209 The revelation: Big 
organizations are just big organizations, whether in the public space or in criminal activities 
like the hacking community planning and implementing deadly ransomware attacks against 
targets. Modern management is just modern management. To hypothesize big terrorist entities 
and organizations can also be described as corporations or enterprises seems logical.210

Although the above-introduced term ‘enterprise’ is already frequently used in another 
facet of a society’s security world, in the form of the national security enterprise, the term 
is almost nonexistent in connection with terrorism.211 Where the term still does appear, it 
denotes a growing economic profit-seeking attitude among some of the most prominent 
terrorist groups today.212 Only a handful of relevant research conceives of this phenomenon 
207	 Riley Griffin, “AI-Made Bioweapons Are Washington’s Latest Security Obsession,” Bloomberg (website), 
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as having a much broader meaning.213 The term “terrorist enterprise” also has a somewhat 
different usage. The rapidly evolving geopolitical arena that has appeared in the detailed 
background picture is pushing modern terrorist entities into a competitive evolution that 
characterizes the business start-up scene of our time.

Indeed, the context in which the modern-day terrorist operates is the territory of extremely 
fierce competition. Terrorist players are not only competing with hostile counterterrorist forces 
and other security structures of the affected nation-states. They are frequently also competing 
with other terrorist or violent extremist groups and entities of the same geographical area or 
ethnic arena, or perhaps the same ideological field.214 But one must not forget global society 
is living in an attention economy, and competing for the support of public opinion, including 
domestic and adversary opinions, is a complicated task.

An important research and analysis assumption is modern terrorist entities (the most 
successful ones at least) are not any different from the start-up stars of today’s business 
world. The striking openness of terrorists to technological innovations and the use of cutting-
edge tools makes this resemblance even stronger.215 Terrorists are constantly focusing on 
three objectives: first and foremost, to survive. This is the ambition in any organism, stronger 
than anything else. Terrorist entities must first survive in this very hostile and competitive 
environment to be able to fulfill any of their other aims. The second objective is to grow. The 
dynamics of terrorism are quite visible to even the non-initiated eye: An actor either grows 
or perishes. The need to grow is an overwhelming ambition in highly complex organisms, 
particularly evident in the business world’s organizations.

The third ambition for surviving, prospering entities is to succeed. Succeed in an 
organizational sense, in an operational sense, and, of course, in a political sense. The ambitions 
of the leading terrorist entities make them extremely similar to leading start-ups in the business 
environment. Such organizations are not simply open to innovations, both technological and 
organizational. They must keep transforming: Reinventing themselves, from time to time, is 
an imperative. Terrorist organizations must develop a strong awareness of their immediate 
(operational), and wider (political) environment. They must methodically observe and analyze 
their living environment to identify threats and evolving risks. Terrorist and business start-
ups must seek, find, and exploit opportunities before their adversaries can stop them. These 
attitudes, and all these very conscious efforts, make entities a proper enterprise.

Technology is very important in effectively living like an enterprise, which can be seen 
from the leading terrorist organizations’ extremely effective adoption of the top inventions of 
digital technologies. General-purpose technologies, like AI, can provide even more leverage 
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for select, resolute members of the otherwise motley crowd of the terrorist world. They 
can provide extremely effective new weapons, which is really only the tip of the iceberg. 
General-purpose technologies can transform practically every aspect, facet, and field of the 
terrorist entity’s existence. They can transform the real leaders of this field into veritable 
terrorist enterprises.216

Real-World Example: Terrorists’ Use of Artificial Intelligence at the Strategic Level
In the next sections, a tentative taxonomy of possible uses of different AI technologies by 

terrorist entities will provide a systematic and thorough listing of the active functionalities of 
a generic terrorist enterprise, where AI tools could be matched to existing internal processes 
or tasks. Although positive proof of terrorists actually using some of the cutting-edge AI 
models discussed here to support most of those strategic-level functionalities is not yet 
available, to assume researchers of the topic are at the moment only doing some speculative 
work would be misleading. Some positive data are available for research, hard facts, and 
even forensic evidence strongly supporting hypotheses concerning a rapid process of large 
terrorist organizations adopting AI at the strategic level.217

Electronic documentation captured recently by US forces fighting Da’esh reveals an 
astounding level of innovative thinking about the use of modern management and corporate 
concepts, procedures, and tools.218 Perhaps the most interesting find on an enemy laptop 
was aDa’esh  organigram, describing a thoroughly modern private archeological business 
engaged in work identical to private contractors managing archeological fieldwork, 
conservation, restoration, and digitalization for museum display. The difference is that 
Da’esh used this as part of its operations to loot archeological sites and sell artifacts as a 
way of raising funds.219

 This business was not directly linked to any attack campaigns or violent actions, so it 
could operate more or less openly. The business was intended to function as a very well-
established, well-organized, well-managed business operation, safeguarding the solid financing 
of the existence and operations of the “mother” terrorist entity. The organigram showed a very 
well-structured company, organized in line with the most up-to-date concepts in archaeology. 
Moreover, the business appeared to use digital technologies, and possibly AI, to assist in 
locating sites and artefacts. The point here is terrorist organizations are disposed to corporatize 
and have several venues in which they can make use of digital technologies. When Da’esh 
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controlled Iraqi and Syrian territory, it reportedly made as much as $200 million.220 As terrorist 
organizations adopt AI at every level of their operations they are becoming more corporate.

Some Hypothetical AI Use Cases of the Terrorist Enterprise
When describing a possible landscape of strategic-level AI usage by tomorrow’s 

terrorists, some theoretical use cases are also worth mentioning. That these are speculative 
constructs based on real capabilities must be stressed here. Every component, or the smallest 
detail, exists. These concepts, tools, and technologies are widely available, affordable for an 
organization, and experimented with in other areas or domains. Their actual development and 
use by terrorist organizations is only a matter of time.

Terrorist Intel Heaven—Digital Marketplace for Terrorist Targeting Information
The analogies serving as a starting point for the construct of a terrorist intelligence 

marketplace are at least twofold. With rapid digitalization, the proliferation of satellite 
technologies, and the development of powerful machine learning algorithms, a booming 
commercial sector of start-ups already offers intelligence products to customers, from 
the security sector to the military.221 The start-ups are small-to-medium tech companies 
specializing in AI-assisted analytical work based on openly available information.222

The companies’ raw material, often commercial satellite imagery or other sensor data, 
is readily available, and so are AI services to conduct sophisticated analytical work. These 
companies typically offer information analysis as a service. The other analogy that can be 
useful here is the existence, structure, and operation of criminal digital marketplaces on the 
dark web, which is a well-known phenomenon. A good deal of data points to terrorists using 
these gray (or even black) areas of cyberspace for the procurement of weapons and as a 
marketplace to exchange useful information.223 Complex, sophisticated military campaigns 
or operations require an enormous amount of quality information. The same is true for the 
offensive operations of terrorists.

Good quality, timely, reliable information, provided by specialized high-tech terrorist 
enterprises and made available as a service on digital marketplaces, which hard-to-track 
cryptocurrencies can purchase, can considerably enhance the regional or global reach, 
sophistication, precision, and therefore, the lethality of terrorist strikes. In real-world 
companies, the usual constraints of adopting AI technologies used to be the relatively high 
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initial costs, which include model training and fine-tuning costs and difficulty finding talent, 
though those costs may drop.224 Terrorist organizations, at least the big ones, used to be 
relatively, or, in some cases, extremely well-financed operations.

An example mentioned earlier in this chapter also attests to terrorist organizations’ concerted 
efforts to use innovative approaches to guarantee a secure financial basis. Terrorist organizations, 
even those with the strictest and closest ideological foundations, are surprisingly adaptive and 
adoptive, as far as modern digital technologies are concerned, which is a well-documented 
phenomenon in recent decades. Also well-known is the fact that such organizations, operating in 
other regions, used to attract from Europe and other parts of the Western world foot soldiers and 
technically highly skilled supporters and sympathizers. Both funding and skilled operators can 
thus be provided for adopting cutting-edge AI technologies from within the terrorist ecosystem. 
But making a quick inroad into techno-terrorism is still possible.225

In recent years, a disturbing novelty of the international security landscape has been a kind 
of collusion between the organized criminal world and some state actors in cyberoperations.226 
In the near future, well-funded and technologically sophisticated state actors may (either 
directly or using organized crime groups as their proxies) set up digital marketplaces for 
AI-generated or AI-enhanced information concerning potential terrorist targets, and serve 
terrorist corporations as their customers.

Digital Twins for Terrorists—Dynamic Modeling Tools for Targeting and Operations
To give a sense of the wide range of possibilities for terrorists adopting AI technologies on 

operational or even strategic levels of their existence and workings, one more exceptionally 
suitable area and one more powerful AI tool are worth mentioning. Although leaving a detailed 
description of the technology for the next section seems more appropriate, where the digital 
twin (DT) technology is an important and possible future element of the counterterrorism 
toolbox, it can easily be one of the most important, most iconic strategic tools of the techno-
terrorist enterprise. A real force multiplier.

A DT is an exact digital replica of an object or machinery, including nuclear reactors or 
pharmaceutical factories. A DT can replicate a complicated compound, like a parliament 
building. It can also mimic processes, like the reactions of internal security forces in case of a 
terrorist attack, or even whole organizations, like a country’s counterterrorism force structure. 
A DT’s versatility and usefulness stem from the fact, due to different sensors networked 
with the model, DTs can provide the system with real-time data, providing a sandbox for 
dynamic simulations. Combined with another novel AI-based technology called Multi-Agent 

224	 Tiernan Ray, “Open AI’s budget GPT-4o mini model is now cheaper to fine-tune, too,” ZDNET, July 24, 2024, 
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Defense, May 14, 2021, https://www.defense.gov/News/News-Stories/Article/Article/2618386/in-cyber-
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Modeling, DTs will provide a powerful research, planning, and rehearsal tool for surgically 
precise and deadly effective terrorist attacks.227 The rapid development and interconnection 
of these two technologies (DT and Multi-Agent Modeling) could revolutionize strategic- and 
operational-level planning and simulation of big corporations even in the short term: the 
next one to two years. And the technology can easily be available for the bigger actors in the 
terrorist universe and the terrorist enterprise, too.

Innovation and Anticipation: Countering Emerging Techno-Terrorism
The very competitive environment described above, in which today’s terrorist organizations 

live, survive, and succeed, seems to have one very harsh rule: Whoever innovates, quickly 
adopts, and thus anticipates in time—wins. Artificial intelligence can offer an exceptional 
means for a few terrorist organizations today. But this same revolutionary technology can offer 
a formidable tool for those who want to prevent this terrorist breakthrough. Thus, as a first step, 
starting research on and development of AI-assisted tools that help the experts of the peaceful 
world estimate terrorist transformative processes in advance seems highly advisable. A new 
tool-kit can provide those on the counterterrorist side the advantage of anticipation.

The basic concept for the above AI-assisted awareness and anticipation tool set is a 
system comprising three components. The main element, the core, is an algorithmic system 
capable of dynamically modeling and anticipating the behavior and evolution of real-world 
terrorist entities, themselves embracing the new AI technologies for their own ends. Another 
AI-assisted system is intended to provide the necessary data source for such a dynamic 
anticipation machine. Another project provides the taxonomical framework necessary to 
build and operate the above data-source provider.

Grasping Reality: Taxonomy of Terrorist Artificial Intelligence Threats
The present research focuses on the eventual convergence between terrorism and AI 

technologies. The ideas proposed in the previous section outline some possible future steps. 
No taxonomy is available for threats resulting from the possible application or usage of AI 
technologies and tools by terrorist organizations. But a systematic classification of terrorist AI 
threats is an inevitable starting point for gaining a better understanding of the consequences of 
such an occurrence.228 On the other hand, two existing systems can provide some useful hints.

The first is the AI Vulnerability Database, which provides a taxonomy of different avenues 
through which an AI system can fail and a database of examples containing structured information 
on individual instances of failure. The taxonomy helps those engaged in AI development and 
governance manage risks during the different stages of machine learning development. The 
database builds on other related databases to provide a comprehensive view of the AI risk 
227	 GeoTwin, “Agent-Based Models as Digital Twins, the Present and the Future,” Medium (website), March 16, 

2021, https://medium.com/agent-based-models-as-digital-twins-the-present/agent-based-models-as-digital-
twins-the-present-and-the-future-ec4a8777c258.  

228	 Daniel Castro, “Tracking AI Incidents and Vulnerabilities,” Center for Data Innovation (website), April 4, 2024, 
https://datainnovation.org/2024/04/tracking-ai-incidents-and-vulnerabilities/. 
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landscape.229 By categorizing vulnerabilities, the AI Vulnerability Database facilitates a better 
understanding of potential weaknesses, allowing developers and organizations to address issues 
before they proactively escalate into more significant problems​.

The AI Risk Repository is another helpful example and is a comprehensive taxonomy and 
database of AI-related risks. The database captures more than 700 individual risks AI might 
pose, including privacy issues and algorithmic biases, and organizes them into 43 taxonomies. 
Those taxonomies are grouped into taxonomies: causal and domain. The causal taxonomies 
classify a threat’s source, intentionality, and timing. The domain taxonomies classify the kinds 
of threats: discrimination and toxicity, privacy and security, misinformation, malicious actors 
and misuse, human-computer interaction, socioeconomic and environmental harms, and AI 
system safety, failures, and limitations. The AI Risk Repository is useful for identifying and 
mitigating potential harms before they manifest in real-world applications.230

By identifying vulnerabilities and risks, these resources are useful for defensive purposes, 
as this information can be used to make systems more resilient. But, given their focus on 
civil-society applications, the resources do not provide specific information regarding what 
vulnerabilities terrorists might want to exploit and how the terrorists might exploit them. But 
developing such a taxonomy would be useful for offensive counter-terrorism operations, as it 
could allow security services to understand better how terrorists are thinking about technology 
and thus develop tools to intervene. Chapters 5 and 6 in this volume will offer examples of how 
understanding about terrorists’ intent to exploit vulnerabilities could be useful.

The following proposed taxonomy draws on Martha Crenshaw’s work on the organizational 
aspects of the terrorist’s universe.231 As discussed, terrorists’ use of AI is a question of 
innovation and adoption. Therefore, the first research question in this study was: on what level 
of operations can terrorists make the best use of AI? The operational levels break out into 
strategic, which addresses planning to achieve the group’s political goals; organizational, which 
addresses radicalization, recruitment, and resourcing; operational, which addresses the business 
or enterprise level of terrorist operations discussed previously; and tactical, which addresses the 
conduct of specific attacks. As discussed, the use of new AI technologies can be a real force 
multiplier for terrorism, much more than the tactical uses of AI. Artificial intelligence can be 
incorporated into the terrorist’s life even on a strategic level (from intelligence gathering and 
processing to strategic planning to strategic-level influencing).

As mentioned above, the taxonomy of terrorist AI threats, on the highest level of 
classification, comprises four views: strategic, organizational, operational, and tactical . Under 
the highest classification level, a second (mid-) level comprising functional subcategories 
exists, corresponding to the specific nature of each high-level view. A tentative subdivision 
is shown in table 4-1.
229	 “AI Vulnerability Database,” AI Vulnerability Database (website), n.d., accessed on October 31, 2024, https://

avidml.org/. 
230	 Peter Slattery et al., “The AI Risk Repository: A Comprehensive Meta-Review, Database, and Taxonomy of 

Risks from Artificial Intelligence,” preprint, arXiv, August 14, 2024.
231	 Martha Crenshaw, “Theories of Terrorism: Instrumental and Organizational Approaches,” Journal of Strategic 

Studies 10, no. 4 (1987): 13–31.
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Table 4-1. Basic (levels and categories) division of the taxonomy of terrorist AI 
threats

High-level (views) Mid-level (functional subcategories)

Strategic

Strategic intelligence

Strategic and political planning

Strategic communication

Terrorist “public diplomacy”

Wargaming

etc.

Organizational 

Recruitment

Human resources management

Financing

Indoctrination and general training

Organizational knowledge management

Procurement

Logistics

Operational

Operational intelligence

Operational planning

Training

Deception operations

Operational communication

etc.

Tactical

Attack planning and tactical scenarios

Specialized training

Reconnaissance

Attack preparations

Attack implementation

Attack debriefing and lessons learned

etc.
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But an important further subdivision exists in this system. A third (lower) classification 
level comprises two views: AI as a tool and AI as a target. This level shows the real scope 
of what adopting AI systems and techniques can mean for enhancing the capabilities of a 
terrorist entity. Artificial intelligence systems can, on the first plane, be used as very potent 
(direct) weapons in the hands of terrorists, making them more effective and deadly. However, 
AI systems themselves are extremely vulnerable to malicious attacks; terrorists can also use 
means such as prompt injection—discussed in Chapter 2—as an entirely new avenue for 
attacking their adversaries.232

Securing the Information Base: The Terrorist AI Database
For the effective operation of the AI-assisted ABM tool, detailed in the next section, a 

smooth flow of a considerable amount of data is required. When experts discuss data as a 
fuel for AI-assisted models, stressing the importance of quality data is always necessary. 
As already indicated in the above section, no specialized database with the intention 
of gathering and organizing information about terrorists’ AI adoption and usage is yet 
publicly available despite the growing urgency to establish such repositories, at least 
on a national level. Therefore, securing the required information base for the proposed 
multiagent modeling tool, by designing and developing a terrorist AI threats database, is 
an absolute necessity.

Building the data-sourcing infrastructure at this research stage using open sources only may 
be advisable.233 Thus, the proposed database would be based on three categories of input sources: 
existing open databases concerning a.) terrorism issues (threats, risks, and incidents) and b.) AI-
related vulnerabilities and risks. A tentative list of available open databases is annexed to the end 
of this study. Data originating from these sources should be further labeled as “DATAS.”

Developing a second data source for this specialized database by scraping relevant online 
sources, especially social media, should be considered because one can collect information 
on terrorist operations, networks, and messaging.234 Data originating from online sources 
should be further categorized and labeled as ‘SCRAPED’.

A third—and potentially very interesting and important—category of existing information  
could be channeled into our terrorist AI threats database: selected output information 
generated during the operation of the third element of our terrorist AI-usage analysis and 
anticipation research project, the terrorist DTs. Data originating from DT sources should be 
further categorized and labeled as ‘SYNTHET’.

Data from the above sources would be channeled into a first stage of the terrorist AI-
adoption tracker (terrorist AI threats database). This would be basically a data lake: a special 
232	 “What is a prompt injection attack?” IBM, March 26, 2024, https://www.ibm.com/topics/prompt-injection. 
233	 See Gary LaFree and Paul Gill, “Strengths and Weaknesses of Open Source Data for Studying Terrorism and 

Political Radicalization,” Studies in Conflict & Terrorism (2024).
234	 Thomas Keane and Lee Hamilton, Digital Counterterrorism: Fighting Jihadist Online (Washington, DC: 

Bipartisan Policy Center, 2018), 7, https://bipartisanpolicy.org/download/?file=/wp-content/uploads/2019/03/
BPC-National-Security-Digital-Counterterrorism.pdf.  
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central repository of data that stores structured, semi structured, or unstructured data in 
its raw format. The data lake allows users (both our own project members and the general 
academic community) to access and analyze diverse data types related to terrorist’s AI usages 
and adoption easily.

On top of this publicly available data lake, a restricted access data fusion center/function 
would exist. Its main function is to clean, vet, and further organize raw data contained in 
the data lake. The output from this data fusion center would be the primary fuel for the 
multiagent modeling tool, the terrorist DTs, which will be discussed in the next section. 
Figure 4-1 summarizes the data pipeline for the proposed terrorist AI database.

Figure 4-1. Basic outline of the data pipeline of the terrorist AI-usage analysis project
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data, they can provide a living model of a terrorist enterprise, allowing counterterrorists to 
determine how to intervene and when to intervene more precisely. 235

To model a terrorist enterprise, digital twinning should incorporate ABM, which can 
simulate autonomous agents’ actions and interactions, including individuals and groups. By 
creating computational models where agents operate based on defined rules and behaviors, 
ABM allows for the exploration of complex systems and emergent phenomena. These agents 
can represent various entities interacting within a virtual environment, such as humans, 
organizations, or even AI systems. By varying the parameters of ABMs, researchers can 
observe how different factors influence outcomes, providing valuable insights into potential 
scenarios and responses.236

Some very interesting and promising experiments are already taking place using ABM (or 
multiagent modeling) to study complex social systems, including their design and workings. 
Many such experimental ABMs are simulating situations or entities in the fields of international 
relations, diplomacy, and even terrorism.237 For instance, in counterterrorism applications, 
ABM can help simulate the spread of extremist ideologies or the impact of interventions 
on recruitment patterns.238 As agents react to changes in their environment—such as law 
enforcement efforts or community outreach—policymakers can evaluate the effectiveness 
of different strategies before implementing them in real life. This modeling approach aids in 
decision-making and enhances understanding of the dynamics involved in social phenomena, 
making ABM a powerful tool in both predictive analytics and strategic planning.239

By developing such a dynamic, multiagent modeling tool—a terrorist DT—
counterterrorism researchers could run quasi-real-world simulations related to the 
organization, internal workings, and operations of an individual terrorist entity.240 The basic 
aim is to provide insight into the terrorist entity’s possible use of AI tools related to different 
aspects, functions, and processes of its organization. Since the terrorist DT uses quasi-real-
time data coming from the terrorist AI threat database, the modeling tool would be capable 
of providing insight into and valuable anticipation of the given terrorist organization’s state 
of AI readiness and AI adoption.
235	 “Digital Twins—Virtual Models People and Objects,” US Government Accounting Office, February 14, 2023, 

https://www.gao.gov/products/gao-23-106453#:~:text=Fast%20Facts,digital%20rendering%20of%20a%20
city. 

236	 Stanford Encyclopedia of Philosophy, s.v. “Agent-Based Modeling in the Philosophy of Science,” September 7, 
2023, https://plato.stanford.edu/archives/win2023/entries/agent-modeling-philscience/. 

237	 Some very interesting experiments and use cases are presented in Oxford Research Encyclopedia, s.v. 
“Agent-Based Modeling in Political Decision-Making,” February 28, 2020, https://oxfordre.com/politics/
display/10.1093/acrefore/9780190228637.001.0001/acrefore-9780190228637-e-913. 

238	 Andrew J. Park, Herbert H. Tsang, Mengting Sun, and Uwe Glasser, “An agent-based model and computational 
framework for counter-terrorism and public safety based o swarm intelligence,” Security Informatics, Vol 1, No. 
23 (2012), https://link.springer.com/article/10.1186/2190-8532-1-23. 

239	 David Weisburd et al., “Using Agent Based Modelling to Advance Evaluation Research in Radicalization and 
Recruitment to Terrorism: Prospects and Problems,” Studies in Conflict & Terrorism (August 2024).

240	 The logical approach would be to start working with the development of one model terrorist digital twin. With 
the accumulation of hands-on experience, and with the widening of our database, developing and building 
several terrorist digital twins, each representing and modeling an individual terrorist entity, could be possible.



74 Gábor Nyáry

Conclusion: Directions for Future Research and Development
The point of the preceding discussion is to illustrate the dynamic interaction of terrorists’ 

and counter terrorists’ use of AI. Artificial intelligence allows terrorists to become more 
corporate (and thus more effective), and it exposes them to vulnerabilities that give counter 
terrorists opportunities to be more disruptive to terrorists’ operations. Artificial intelligence 
will enable terrorists to coordinate the many levels of their existence more effectively, from 
the tactical to the strategic levels, and connect them to their many organizational functions to 
corporatize violence. Understanding exactly how that can happen and what counter terrorists 
can do about it requires much deeper research.

The research tool set proposed in this study, which includes ABM and the use of 
multiagent systems to replicate terrorist organizations, should be the primary focus. 
Generative AI, notably large language models that constitute the engines of this terrorist 
DT, is rapidly developing.241 Data collection and curation should be another priority to 
facilitate large language models’ development. Artificial intelligence technologies cannot 
function without a large amount of quality data:242 this is well known. Collecting this data 
may raise legal and ethical concerns, especially related to privacy and other human rights, 
which are covered in Chapter 7.243

Finally, the development of a whole range of complementary tools and processes—
including specialized hackathons, innovation hubs, and internship programs—that can 
support such an anticipation ecosystem, is worth considering. To improve anticipatory 
capabilities, fostering collaboration across disciplines is essential. Engaging data scientists, 
cybersecurity experts, and social scientists in these initiatives can lead to innovative 
solutions tailored to counterterrorism challenges. One outcome of this collaboration could 
be the development of domain-specific, terrorism-oriented datasets that specialize in 
critical areas such as maritime security, critical infrastructure, or even space-based systems. 
Developing such datasets creates additional resources to disrupt the terrorist enterprise.

Appendix 4-1: Data Sources
This appendix includes open-source databases that can serve as both information sources and 

methodological guidelines for designing, developing, and operating a terrorism AI threat database.
Data Sources: AI Vulnerabilities, Threats, and Risks

241	 “Now decides next: Moving from potential to performance,” Deloitte, August 2024, https://www2.deloitte.com/
content/dam/Deloitte/us/Documents/consulting/us-state-of-gen-ai-q3.pdf. 

242	 Sophia Y. Wang, Suzann Pershing, Aaron Y. Lee, “Big Data Requirements for Artificial Intelligence,” 
Current Opinions in Ophthalmology, Vol 31, No. 5 (May 29, 2021), https://pmc.ncbi.nlm.nih.gov/articles/
PMC8164167/. 

243	 Erman Akilli, “Artificial Intelligence in Counterterrorism: Navigating the Intersection of Security, Ethics 
and Privacy,” Perspective, no. 73 (April 2024). Also, scholarly discussions of the AI-terrorist nexus at the 
diamond event of the NATO Centre of Excellence Defence Against Terrorism—the Combined Terrorism Expert 
Conference & Defence Against Terrorism – Executive Level Seminar, held in Ankara in 2024—have shown a 
very marked focus among terrorism experts on issues of privacy, data bias, and ethical considerations in general.
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AI Risk Database
https://github.com/mitre-atlas/ai-risk-database

AI Vulnerability Database
https://avidml.org/

Massachusetts Institute of Technology AI Risk Repository
https://airisk.mit.edu/

National Institute of Standards and Technology National Vulnerability Database
https://nvd.nist.gov/

Organisation for Economic Co-operation and Development AI Incidents Monitor 
https://oecd.ai/en/incidents

Sightline AI/ML Vulnerability Database
https://protectai.com/sightline

Tech Against Terrorism website 
https://techagainstterrorism.org/home

Data Sources: Background on Critical and Emerging Technologies
Critical Technology Tracker 
https://techtracker.aspi.org.au/

Data Sources: General Terrorism/Counterterrorism Information
Center on Terrorism, Extremism, and Counterterrorism
https://www.middlebury.edu/institute/academics/centers-initiatives/ctec/ctec-

publications

Combating Terrorism Center at West Point
https://ctc.westpoint.edu/

Congressional Research Service Reports on Terrorism
https://sgp.fas.org/crs/terror/index.html

Counter Extremism Project
https://www.counterextremism.com/

European Counter Terrorism Centre 
https://www.europol.europa.eu/about-europol/european-counter-terrorism-centre-ectc

EU Terrorism Situation and Trend Report
https://www.europol.europa.eu/publication-events/main-reports/european-union-

terrorism-situation-and-trend-report-2023-te-sat

Extremist Crime Database
https://www.start.umd.edu/research-projects/extremist-crime-database-related-projects

Global Network on Extremism and Technology
https://gnet-research.org/



76 Gábor Nyáry

Global Terrorism Database
https://www.start.umd.edu/gtd/

Global Terrorism Index
https://www.economicsandpeace.org/global-terrorism-index/

Lone Actor Terrorism: Database
https://www.icct.nl/project/lone-actor-terrorism-database

Mapping Militants Project
https://mappingmilitants.org/

National Archive of Criminal Justice Data
https://www.icpsr.umich.edu/web/pages/NACJD/index.html

Office of the Director of National Intelligence Counter Terrorism Guide
https://www.dni.gov/nctc/index.html

Profiles of Individual Radicalization in the United States 
https://www.start.umd.edu/data-tools/profiles-individual-radicalization-united-states-pirus

Profiles of Perpetrators of Terrorism in the United States 
https://www.start.umd.edu/data-tools/profiles-perpetrators-terrorism-united-states-ppt-us

RAND Database of Worldwide Terrorism Incidents
https://www.rand.org/nsrd/projects/terrorism-incidents.html

Significant Multi-domain Incidents against Critical Infrastructure Data Portal
https://smici.umd.edu/

National Consortium for the Study of Terrorism and Responses to Terrorism
https://www.start.umd.edu/

Terrorism and Extremist Violence in the United States Portal
https://www.start.umd.edu/data-tools/tevus-portal-0

Terrorism Research Center
https://terrorismresearch.uark.edu

UN Office of Counter-Terrorism
https://www.un.org/counterterrorism/cct/programme-projects/cybersecurity

US Department of State Bureau of Counterterrorism
https://www.state.gov/bureaus-offices/under-secretary-for-political-affairs/bureau-of-

counterterrorism/

US Department of State Foreign Terrorist Organizations
https://www.state.gov/foreign-terrorist-organizations
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CHAPTER 5

Raven Sentry: Employing AI for Indications and 
Warnings in Afghanistan

Colonel Thomas W. Spahr243

*

Editor’s Note
This chapter includes the reprint of an article originally published in the Summer 2024 

issue of Parameters. The article examined Raven Sentry, a project that employed artificial 
intelligence to warn the United States of insurgent attacks in Afghanistan.244 The chapter 
first addresses the technical challenges associated with integrating AI into organizations 
where the AI expertise comes from outside the unit and the operational expertise comes from 
within the organization. For the operators, the challenge is communicating requirements that 
technicians can understand and translate into actionable tasks. For technicians, the challenge 
is clearly communicating the system’s limitations to operators. Effectively addressing the 
challenges can require changes in organizational culture as units learn to “fight the data,” 
which can place stress on organizations—especially when these systems are integrated during 
the conduct of operations. This chapter also directly addresses ethical issues raised from 
using AI and data-driven technologies. The chapter concludes that successful AI integration 
benefits from a command culture that is open to innovation and willing to take risks. The 
war’s end cut Raven Sentry short, but the experience provides important lessons about AI 
and the conditions necessary for successful innovation.

*	 The information and views expressed in this publication are solely those of the author and do not 
necessarily represent the views and policies of NATO, COE-DAT, NATO member states or institutions 
with which the author is affiliated.

244	 Acknowledgments: The author would like to thank Lieutenant General Robert Ashley (US Army, retired) and 
the Resolute Support commanders and intelligence leaders involved in this experiment. Thank you especially 
to the selfless analysts interviewed for this article who did the hard work developing Raven Sentry. Thomas 
W. Spahr, “Raven Sentry: Employing AI for Indications and Warnings in Afghanistan,” Parameters  54, no. 
2 (Summer 2024): 95–109, https://press.armywarcollege.edu/parameters/vol54/iss2/9/. Acknowledgments: the 
author would like to thank Lieutenant General Robert Ashley (US Army, retired) and the Resolute Support 
commanders and intelligence leaders involved in this experiment. Thank you especially to the selfless analysts 
interviewed for this article who did the hard work developing Raven Sentry.
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Introduction
This prelude provides updates on how the application of the technology described in the 

chapter has progressed since its publication. ‘Raven Sentry, Employing AI for Indications 
and Warnings in Afghanistan’ describes how the Resolute Support Intelligence Directorate 
built a successful artificial intelligence system in 2020 and 2021 to assist analysts and, more 
importantly, the command climate that enabled its development. Raven Sentry was a step 
in the progression initiated in 2017 by US Deputy Secretary of Defense Robert O. Work 
when he established the Algorithmic Warfare Cross-Functional Team under the leadership 
of the under secretary of defense for intelligence. The Algorithmic Warfare Cross-Functional 
Team initially focused on developing solutions to automate processing, exploitation, and 
dissemination of full-motion video. This system was called Project Maven.245 Work’s call for 
AI solutions stimulated education and experimentation across the Intelligence Community 
and the military, leading to the establishment of the Joint Artificial Intelligence Center in 
2018 to lead the US Department of Defense’s (DoD) efforts to integrate AI. When, in 2020, 
educated leaders came together with trained analysts and technicians operating in the right 
ecosystem in Afghanistan, the intelligence team at Resolute Support produced a helpful 
system for all-source intelligence analysts. 

Artificial intelligence progressed after the Afghanistan War ended, adopting innovations 
from Project Maven and Raven Sentry. Today, the Maven Smart System incorporates computer 
vision, object classification, and machine learning models that reside in databases at the National 
Geospatial-Intelligence Agency to inform the intelligence picture and the common operating 
picture in US and coalition military headquarters.246 Intense combat in Ukraine and in Gaza 
also created an environment where the Russians, Ukrainians and Israelis test new technologies 
liberally, which is advancing AI rapidly. Without proper governance in place, however, the drive 
to gain an advantage over one’s adversary in combat could create a dangerous environment 
where militaries grant an AI too much authority, reducing sensitivity to civilian casualties. 
There is growing fear that militaries at war will unleash AI-driven systems without human 
supervision in Ukraine, and there are rumors that the Israelis already have in Gaza.247 

Two fundamental questions surround NATO’s use of AI for countering terrorism. First, how 
can NATO create an environment that advances AI technologies rapidly enough to keep pace with 
its rivals when Russia is at war and innovating rapidly? Russia aside, the terrorists threatening 
NATO are less morally constrained in their application of force, which could give them an 
advantage when testing targeting systems using AI. Second, how can NATO establish ethical 
245	 Robert O. Work, “Establishment of an Algorithmic Warfare Cross-Functional Team (Project Maven),” U.S. 

Department of Defense, April 26, 2017, https://www.govexec.com/media/gbc/docs/pdfs_edit/establishment_
of_the_awcft_project_maven.pdf. 

246	 Saleha Mohsin, host, “Inside Project Maven, the US Military’s AI Project,” Big Take DC, Bloomberg, February 
29, 2024, https://www.bloomberg.com/news/newsletters/2024-02-29/inside-project-maven-the-us-military-s-
ai-project.

247	 Bethan McKernan and Harry Davies, “ ‘The Machine Did It Coldly’: Israel Used AI to Identify 37,000 
Hamas Targets,” The Guardian, April 3, 2024, https://www.theguardian.com/world/2024/apr/03/israel-gaza-
ai-database-hamas-airstrikes; and Yuval Abraham, “ ‘Lavender’: The AI Machine Directing Israel’s Bombing 
Spree in Gaza,” +972 Magazine, April 3, 2024, https://www.972mag.com/lavender-ai-israeli-army-gaza/.
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boundaries that prevent AI technologies from decreasing accepted collateral damage thresholds? 
Israel’s employment of Lavender, its AI targeting system, has led to international accusations and 
condemnation for using AI too liberally without human control.248 Whether such accusations bear 
true is yet to be seen. The mere perception, however, risks undermining Israel’s strategic goals 
by alienating Western allies. The violation of ethical norms through the relatively unconstrained 
employment of AI for counterterrorism targeting could also cost NATO the moral high ground 
it needs to maintain unity and achieve its strategic ends. Israel’s challenge in maintaining the 
support of the international community as it targets Hamas in Gaza should be a warning to NATO 
authorities about the importance of innovation and establishing agreed-upon AI governance.  

NATO must guard against excesses while striving to create a sense of urgency to stimulate 
innovation. The team developing Raven Sentry focused on building a system to make analysts 
more efficient, and its outputs were only considered a guide to further analytical development. 
Still, this case study of the development of an AI for intelligence purposes is valuable for 
military leaders to understand the environment, skills, and relationships necessary to develop 
effective AI Systems.

Historian A. J. P. Taylor argued that “war has always been the mother of invention.” This 
statement is commonly associated with the advent of the tank during World War I or the atomic 
bomb in World War II but is no less true of the wars in Afghanistan and Iraq in the twenty-first 
century. Soldiers, sailors, airmen, and marines innovated throughout these conflicts, including 
with artificial intelligence (AI). As US and NATO forces began to draw down in Afghanistan, 
the Deputy Chief of Staff for Intelligence (J2) sought ways to maintain awareness and advance 
notice of enemy attacks. The command culture throughout the Resolute Support headquarters 
in Kabul was particularly open to testing emerging concepts, and the intelligence team 
consisted of a unique group of personnel who understood the promise of AI and had a network 
of contacts throughout the Department of Defense (DoD) and in the commercial sector who 
could help.249 Under pressure to solve the growing challenge of maintaining awareness with 
fewer intelligence resources, the Resolute Support team developed an AI model called Raven 
Sentry using only unclassified data sources to predict future attacks on Afghan district and 
provincial centers. Raven Sentry began operating in late 2020, but the US withdrawal from 
Afghanistan in 2021 cut the experiment short. In that brief time, the project demonstrated how 
AI could benefit military analysts working in a coalition environment with access to large 
volumes of sensor data. As an active participant in the project, the author witnessed several 
valuable lessons and believe the case study presented here can help leaders understand the 
potential value and challenges of employing AI and the organizational conditions necessary 
for successful innovation during future conflicts.
248	 Simon Frankel Pratt, “When AI Decides Who Lives and Dies,” Foreign Policy, May 2, 2024, https://
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249	Quote from A. J. P. Taylor, The First World War: An Illustrated History (New York: Putnam, 1964), 9. 
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The Problem
During 2019 and 2020, US and coalition forces decreased the number of military personnel 

in Afghanistan as part of their exit strategy. Over the previous 18 years, the coalition developed 
a robust human intelligence (HUMINT) network throughout Afghanistan that would be 
nearly impossible to maintain without ground forces. Further, intelligence units could “soak” 
areas at risk of attack with aircraft-mounted collection platforms stationed in Afghanistan 
and warn local forces of pending attacks. As the drawdown accelerated, touch points with the 
population decreased, intelligence-gathering aircraft relocated to higher-priority regions of 
the world, and fewer analysts were available to process information.

Consequently, maintaining awareness of events in many regions became more difficult. 
Insurgents exploited the degraded intelligence collection and analytical capabilities to attack 
government centers, generating press attention that undermined the Government of the 
Islamic Republic of Afghanistan’s (GIRoA) credibility. Except for the seven-day reduction in 
violence related to the peace agreement signed in February 2020, insurgent-initiated violence 
exceeded the norms during late 2019 and throughout 2020.250

During late summer and fall of 2019, as the United States neared a withdrawal agreement 
with the Taliban, intelligence officers at the Resolute Support headquarters and the Special 
Operations Joint Task Force-Afghanistan (SOJTF-A) sought ways to maintain situational 
awareness with fewer analysts and collectors. Around the same time, members of the 
Intelligence Community (IC) contacted Resolute Support and informed the intelligence 
leadership that the IC was making progress in developing AI-enabled warning models that 
could create efficiencies in the US Forces Afghanistan (USFOR-A) analytical processes. 
Shortly thereafter, the intelligence team assessed that a well-designed and trained AI model 
could recognize insurgent patterns and predict future attacks by processing open-source 
intelligence (OSINT) surrounding these events.

The Resolute Support J2 leadership sensed the emerging challenge of maintaining 
awareness and directed the analytical team to explore how to develop this AI-enabled 
capability.

AI, the Military, and Intelligence
Artificial intelligence is rapidly changing the world and could revolutionize warfare. 

General Mark A. Milley, former Chairman of the Joint Chiefs of Staff, recently argued, 
“Today, we are witnessing another seismic change in the character of war, largely driven by 
technology.” He went on to cite “[l]ow-cost automation platforms, coupled with commercial 
imagery and behavior tracking data augmented by artificial intelligence and analysis tools,” 
as central to this change. Although narrow in scope (the AI focused on high-profile attacks on 
250		 Thomas Spahr, “Adapting Intelligence to the New Afghanistan,” War on the Rocks (website), September 
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81Raven Sentry: Employing AI for Indications and Warnings in Afghanistan

district and provincial centers), Raven Sentry provided important groundwork for the type of 
AI development Milley referenced.251 

Much of the military’s current research focuses on increasing the speed of the sensor-to-
shooter link, or the period from when US forces collect intelligence on a target to the arrival 
of lethal effects. The 2023 DoD Data, Analytics, and Artificial Intelligence Adoption Strategy 
identifies “battlespace awareness and understanding” and “[f]ast, precise, and resilient kill chains” 
as two of its five decision advantage outcomes. Raven Sentry was an early attempt to achieve 
these goals by increasing intelligence analysts’ speed and efficiency at processing large volumes 
of information by employing an AI algorithm that could predict future attack locations.252 

The team developing Raven Sentry was aware of senior military and political leaders’ 
concerns about proper oversight and the relationship between humans and algorithms in 
combat systems. Experts continue to debate the necessity and degree to which humans must 
be “in the loop” when making decisions on managing tasks, allocating resources, or, most 
importantly, releasing weapons. Early AI prototypes for intelligence, such as the Algorithmic 
Warfare Cross-Functional Team (Project Maven) established in 2017, were narrow in scope, 
meaning they solved a specific problem.

For Maven, innovators enhanced analysts’ ability to process large volumes of imagery data 
using object-recognition software. Humans remained central to the process. Raven Sentry 
used environmental factors, open-source imagery, news reports, and social media posts to 
predict areas at risk of insurgent attack, which would then focus analysts’ attention on that 
region. Like Maven, it focused on increasing the efficiency of intelligence analysts trying to 
solve a specific problem. It was human-machine teaming with humans making decisions.253 

A 2018 Center for Strategic and International Studies report identified a friendly 
organizational “ecosystem” as necessary for successful AI innovation. As intelligence 
leaders contemplated investing in an AI system in Afghanistan, they were concerned that 
the ecosystem in military units was not conducive to this type of experiment. A healthy 
ecosystem includes the digital infrastructure to support the processes, a culture committed 
to building trust between humans and technology, and a skilled workforce that understands 
AI. If the right talent is not present, individuals are closed to the idea that an algorithm can 
increase their efficiency, and leaders are unwilling to tolerate experimentation and change, 
then AI tests are doomed to fail. NATO’s Resolute Support intelligence leaders questioned 
if the culture would tolerate early failures and if they could assemble the necessary talent. 
As such, they cast a wide net for talent across the task force and looked to the commercial 
251		 Quote from Mark A. Milley, “Strategic Inflection Point,” Joint Forces Quarterly 110, no. 3 (2023): 8, 
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sector for help. Finally, intelligence leaders sought and found an environment conducive to 
experimentation within the SOJTF-A.254 

Besides organizational culture and technological talent, the team encountered other 
obstacles common to AI experiments. The data curation challenge throughout Raven Sentry’s 
development was only overcome by limiting the algorithm’s geographic focus and dedicating 
considerable time to data curation early on. Difficulty with data formats, particularly when 
attempting to ingest a variety of information, is a regular theme of AI application studies. In 
2018, Cortney Weinbaum and John N. T. Shanahan argued, 

“Future intelligence tradecraft will depend on accessing data, molding the right enterprise 
architecture around data, developing AI-based capabilities to dramatically accelerate 
contextual understanding of data through human-machine and machine-machine teaming.” 

Weinbaum and Shanahan also predicted OSINT would become the prevalent form of 
intelligence in the future. In early 2020, the innovation team in Afghanistan witnessed these 
predictions come to fruition.255 

Developing Raven Sentry
Collecting a skilled workforce was a top priority as the Resolute Support team explored 

an AI solution to mitigate the drawdown’s effects. Intelligence leaders decided early on to 
consolidate efforts and searched the task force for data-savvy personnel. In late 2019, the 
intelligence leadership assembled an innovation team at the special operations headquarters, 
where the culture seemed friendliest to experimentation, and the unit seemed willing to 
tolerate early failures. The SOJTF-A commander and senior intelligence officer were deeply 
interested in artificial intelligence and willing to expend resources to experiment. After 
relocating several analysts to the SOJTF-A headquarters, the team affectionately dubbed 
the talented innovation office the ‘nerd locker’. The SOJTF-A leaders required that these 
team members pull shifts on the operations floor. This integration attuned the analysts to 
operational needs and built trust with those who eventually executed missions using Raven 
Sentry’s reports. As the experiment gained momentum and pressure increased from the 
pending drawdown, senior SOJTF-A leadership recognized the AI experiment’s potential and 
directed resources and prioritization of manpower to its development.

This new model required a deep understanding of insurgent behavior. The first step was to 
develop a detailed event matrix for district and provincial center attacks. Most team members 
had served repeated tours in Afghanistan over the 18-year conflict and were aware of patterns 
that could help predict insurgent attacks. For example, one analyst built attack templates with 
Lester Grau at the US Army’s Foreign Military Studies Office, which then helped train units 
254		 Lindsey R. Sheppard et al., Artificial Intelligence and National Security: The Importance of the AI Ecosystem 
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deploying to Afghanistan. They based these templates on recurring patterns of attacks dating 
back to experiences with Russia during the 1980s.

The team found it could reliably predict when insurgent activity would occur based on 
static or repeating factors (such as weather patterns, calendar events, increased activity around 
mosques or madrassas, and activity around historic staging areas) and influencing factors 
(such as friendly forces’ behavior, activity at Afghan National Police bases, and civilians 
closing markets early or avoiding mosques). In some cases, modern attacks occurred in the 
exact locations, with similar insurgent composition, during the same calendar period, and 
with identical weapons to their 1980s Russian counterparts.

During this process, the Foreign Military Studies team observed that they could predict 
larger-level attacks (for example, attacks on a district center) by tracking a series of events 
happening close together in time. The challenge was that these warning signals were widely 
distributed, faint, and typically imperceptible to current sensors and analytic tools. By 2019, 
the digital ecosystem’s infrastructure had progressed, and advances in sensors and prototype 
AI tools could detect and rapidly organize these dispersed indicators of insurgent attacks. 
The identification process for additional indicators included discussions with Afghan military 
personnel who provided cultural context and warning signatures not always evident to non-
Afghans. Further, there was 18 years’ worth of historical OSINT data in the national databases 
to conduct initial training and testing of the model.

Even with the expertise gathered at the Special Operations Joint Task Force, the team quickly 
determined it would need commercial-sector support to design and deploy an AI-enabled 
warning system and curate data into a usable format. Technological advances in business and 
university experiments simply outpaced military expertise. Using their professional networks 
in the commercial sector, and with help from the Defense Innovation Unit in Silicon Valley, 
the innovation team identified an industry partner capable of developing the model.

In late 2019, US Forces Afghanistan leadership agreed to fund the AI experiment, including 
the cost of engineers from the commercial sector. The Silicon Valley Defense Innovation Unit 
helped contract a team of engineers. Convincing the Intelligence Community in Washington 
to support the project was a larger challenge. Some critics questioned the value and technical 
approach as the Afghanistan conflict drew to a close. Others cited bureaucratic reasons, including 
the rapid-contracting approach and classification concerns of working with uncleared civilian 
engineers. Finally, familiar concerns about using AI in combat systems emerged, and there 
were questions over who would control the development, how units would use the outputs, and 
who was authorized to approve the model’s deployment. Support from top commanders in the 
Resolute Support headquarters and senior SOJTF leaders eventually overcame these objections, 
but not without several briefings and high-level phone calls late at night in Afghanistan.

From the start, the analysts in Afghanistan decided to use only unclassified inputs so the 
uncleared engineers could work with the data, and so the team could share all its findings 
with the Afghans. They briefly experimented with classified databases like the Combined 
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Information Data Network Exchange (CIDNE) that was foundational to much of the trend 
analysis conducted by intelligence analysts in Afghanistan but found the process of moving 
this information to an unclassified network too onerous and slow.256 

Open-source press reports acted as a gateway for historical attacks that could train the 
model. If the press reported an attack on a provincial or district center, it was likely significant 
enough for commercial sensors to notice. Press reporting from commercial databases proved 
foundational to identifying historic provincial and district center attacks. If an attack hit these 
databases, the team could go back and gather commercial imagery and social media posts and 
convert them to data to train the algorithm.

Commercial imagery included electro-optical (visible) and synthetic aperture radar. The 
satellites with higher refresh rates (how often images are captured and available) could better 
detect changes in activity. Social media reports came from popular platforms and group 
messaging applications. While social media seemed promising and occasionally contributed, 
its inconsistent quality and lack of precision made it less helpful than the imagery sources.

Making open-source intelligence data usable was foundational to Raven Sentry’s success. 
While data formatting is a normal challenge for AI experiments, the variety of formats from 
disparate commercial sources made this process even more difficult. Further, the analysts 
had to deconstruct many historical events and label individual parts for the machine to read 
them. Using reporting of historical attacks, these analysts could then go back several weeks 
from the event and focus on activities at associated locations (such as mosques, madrassas, 
insurgent routes, and known meeting places) where they could gather and format more 
indicators. Understanding insurgent tactics and techniques, including insights from Afghan 
partners, and limiting the geographic scope around district and provincial center attacks made 
this task manageable. In time, the engineers developed software that could translate open-
source reporting into data the algorithm could read. Even so, data curation and adapting to 
new report formats was a continual process.

The team also created ‘influence data sets’, which included factors like weather and 
political instability that analysts knew were relevant based on templates of previous 
attacks. For example, attacks were more likely when the temperature was above 40 degrees 
Fahrenheit, lunar illumination was below 30 percent, and it was not raining. The algorithm 
used the influence data sets to increase or lower the attack risk, but these sets did not contain 
direct signatures of pending attacks.

Leaders of the innovation cell prioritized standardizing event details, such as codes for 
provinces and standard naming conventions for provincial and district centers. Analysts 
used the Military Grid Reference System (or MGRS) grid squares (one kilometer–by–one 
kilometer) as the base unit for location indicators for attacks (as demonstrated in figures 1 
and 3), then focused data pulls on these regions, limiting the historical data analysts needed 
256	Brandie Woodard, “Data Exchange Becomes ‘Go-To’ Software for Theater Information,” Wright-
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to break down. The data were curated manually into Excel spreadsheets and then data files for 
mapping applications (comma-separated values [CSV], Keyhole Markup Language [KLM]), 
which the engineers could then input into the system. Meanwhile, the engineers perfected the 
software that could process new commercial imagery or social media messages into data that 
fed the AI workbooks.

	
  

Figure 5-1. Warning named areas of interest (WNAIs)

(Source: “Artificial Intelligence Enabled Support to Afghanistan Warning” [PowerPoint 
presentation, NATO Special Operations Component Command—Afghanistan and Special Operations 
Joint Task Force – Afghanistan, Kabul, October 22, 2020]) 

Early on, the nerd locker team and Silicon Valley engineers had to curate much of the 
data manually. The analytical team in Afghanistan regularly led development meetings with 
stakeholders in Washington, US Central Command Headquarters, and Silicon Valley to make 
decisions on data standardization as new reports flowed into the system. Restricting data in-
puts to only unclassified sources facilitated the exchange between different entities involved 
in the curation. They exchanged files using DoD-SAFE (Secure Access File Exchange) and 
stored curated data in a DoD cloud service.

Once built, analysts and engineers trained the prototype Raven Sentry warning system 
using three unclassified databases of historical attacks, then set it to monitor 17 commercial 
unclassified geospatial data sources, OSINT reporting, and global information systems (GIS) 
data sets. Neutral, friendly, and enemy activity anomalies triggered a warning. For example, 
reports of political or Afghan military gatherings that might be terrorist targets would focus 
the system’s attention. The model learned to detect movement activity from one place to 
another along historic insurgent infiltration routes, which triggered warning signatures for a 
region. Likewise, actions of a local population anticipating an attack could trigger a warning. 
Usually, several anomalies, often combined with influence data sets, were necessary to push 
the risk above the warning threshold, as demonstrated in figures 2 and 3.
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Figure 5-2. Warning thresholds

(Source: “Artificial Intelligence Enabled Support to Afghanistan Warning” [PowerPoint presen-
tation, NATO Special Operations Component Command—Afghanistan and Special Operations Joint 
Task Force – Afghanistan, Kabul, October 22, 2020]) 

The AI warning agent continued to learn from real-world events to improve accuracy. 
Further, analysts improved the AI tool by identifying key warning inputs of insurgent ag-
gression and highlighting them for the system—comparable to how a listener ‘likes’ a song 
in the Pandora music application, triggering Pandora to feed the listener more music from 
that genre. The analysts and engineers constantly tuned the algorithm and curated the data 
to improve performance. The team could have moved the AI to a classified system and fed 
it information from more sensitive sources, but the system did not require secret reports to 
achieve good performance, and using classified information would have excluded the un-
cleared engineers and delayed sharing with Afghan partners.

In October 2020, analysts determined that Raven Sentry had reached approximately 70 
percent accuracy and believed reports could add value to the analytical effort. The analysts 
monitoring the AI system’s results built weekly reports predicting windows of time when 
specific government centers were at increased risk. For example, Raven Sentry predicted in-
surgents would likely attack the Jalalabad provincial center between July 1 and July 12 (see 
figure 1). The report also predicted the number of casualties with a confidence level based on 
historic attacks with similar indicators. 

For example, the warning from July 1 to July 12 might predict 41 fatalities, with a 95 per-
cent confidence interval of 27 to 55. The system would also highlight the grid square where 
the sensor detected abnormal activity. The designers called these grid squares warning named 
areas of interest (WNAIs) and the more precise locations warning risk activity anomaly 
points (WRAAPs), as demonstrated in figures 1 and 3. The analysts who created the weekly 
reports then compared the results with other available intelligence to corroborate the model’s 
output.
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Figure 5-3. Thresholds linked to warning named areas of interest

(Source: “Artificial Intelligence Enabled Support to Afghanistan Warning” [PowerPoint presen-
tation, NATO Special Operations Component Command—Afghanistan and Special Operations Joint 
Task Force – Afghanistan, Kabul, October 22, 2020]) 

Along with the developers, intelligence officers would continually monitor the data 
health and review the results before distributing them. They tuned the model similar to can-
cer screenings designed to identify a wide array of possible incidents, even if that means 
accepting some false positives to cover all eventualities. They treated warning summaries as 
raw reporting intended to focus an analyst’s attention. The warning model said, “I have been 
trained to look for regions at risk for aggression, and you should check here.”

The AI-enabled model used old-school warning methodologies enhanced by new tech-
nology, making the analyst more efficient at processing indicators. Intelligence analysts de-
constructed warning events for historical attacks on district and provincial centers to identify 
indicators of attacks, then taught the machine to identify these indicators independently and 
highlight the locations at risk. The AI model would learn over time and improve its predic-
tions.

Once running, the system identified likely regions for insurgent attacks and assisted op-
erators in focusing collection assets and strike platforms. The goal was to provide at least 48 
hours of warning for insurgent attacks on district and provincial centers. During testing, the 
model demonstrated sensitivity and alignment to more than 41 insurgent aggression events 
in five historically violent provinces, providing more than 48 hours of warning in most cas-
es. The model began operating full-time in October 2020. Although the war’s abrupt end in 
August 2021 ended the experiment, the lessons learned contributed to future analytical tools.

Lessons Learned
The Raven Sentry operational model, likely the first of its kind, increased analysts’ effi-

ciency in predicting insurgent events. While the up-front cost was high, a well-tuned algo-
rithm can significantly reduce the number of analysts required to overwatch enemy activity. 
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In this case, the model could rapidly review terabytes of data and make warning predictions, 
increasing the analysts’ efficiency. Further, the team learned valuable lessons about develop-
ing and deploying artificial intelligence for military use. Among these lessons are the impor-
tance of command culture to successful innovation, techniques for building trust in AI mod-
els, and the feasibility of using only unclassified information from commercial systems to 
produce valuable intelligence, a lesson that foreshadowed the role of commercially produced, 
open-source intelligence in the Russia-Ukraine War.257 

Raven Sentry demonstrated that an organizational culture committed to experimentation 
and tolerant of risk and failure is critical for successful innovation. Locating the nerd locker 
inside the special operations unit, where the culture was roughly analogous to a start-up 
business, proved crucial. Moving these analysts from other positions across the task force 
required sacrifice elsewhere in the intelligence mission. The uncertainty of the pending draw-
down provided urgency that convinced leaders to assume risk in other missions to run the 
experiment. Throughout this process, entities inside the national Intelligence Community and 
DoD bureaucracy objected to investing large sums of money to employ the Silicon Valley 
engineering team for an experimental military project. Moving the funding forward took mul-
tiple briefings, phone calls, and senior leader interventions that could only have happened in 
an organization committed to innovation.

Military leaders must trust the system to employ AI models successfully in combat. De-
veloping Raven Sentry revealed several methods to build that trust. First, military personnel 
must know enough about data, machine learning, and AI to provide focus to commercial 
engineers involved in development. Further, military analysts must have the communication 
skills to explain the system’s outputs to operators and leaders. Pulling shifts on the operations 
floor helped Raven Sentry’s developers understand mission requirements and build relation-
ships with the operators responsible for directing reconnaissance platforms against Raven 
Sentry’s predictions and possibly ordering combat missions. Trust in the people running the 
system led to trust in the system’s output.

This experiment validated that commercially produced, unclassified information can yield 
predictive intelligence, which is helpful when working closely with foreign partners and the 
commercial sector. The Raven Sentry team used databases of unclassified news reporting to 
train the algorithm on attacks likely covered by commercial satellites and which would gen-
erate social media posts. Analysts refined attack templates by working closely with embedded 
Afghan partners who had better awareness of local customs and often better knowledge of the 
enemy. Afghan partners identified indicators the US analysts could not recognize. Further, by 
limiting data inputs to unclassified, commercially produced information (in this example, im-
agery, press reporting, and social media), Raven Sentry produced intelligence in a format share-
able with Afghan partners and the commercial sector. Finally, building and employing AI-based 
257	Jim Hockenhull, “Speech: How Open-Source Intelligence Has Shaped the Russia-Ukraine War,” UK.GOV 

(website), December 9, 2022, https://www.gov.uk/government/speeches/how-open-source-intelligence-has-
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methods takes a team of engineers and operational analysts—neither could have developed 
these systems alone. The engineering team connected Raven Sentry to the latest algorithms 
emerging from academia and business, but the engineers were not cleared to access classified 
information. Relying exclusively on open-source data was critical to Raven Sentry’s success.

The final lesson involves the maintenance of AI models, which is important for leaders 
who allocate resources to this type of technology to understand. The upkeep and improve-
ment of an AI model is a continual process that requires dedicated personnel and time. As the 
environment evolves in combat and competition, sources of information emerge and change, 
and it takes analysts and engineers to recognize changes and update the algorithm and data 
inputs continually. AI models are not fire-and-forget: the military cannot purchase an AI al-
gorithm and expect it to work without constant maintenance.

A Word of Caution
As with all AI systems, there is a delicate balance between the desire for efficiency and 

maintaining human oversight. In this narrow case, human-machine teaming worked best. Ra-
ven Sentry made the analysts more efficient but could not replace them. As the speed of 
warfare increases and adversaries adopt AI, the US military may be forced to move to an 
on-the-loop position, monitoring and checking outputs but allowing the machine to make 
predictions and perhaps order action.

Regardless of the level of supervision, humans must be aware of AI’s weaknesses. There 
are numerous commercial and military examples of AI systems making mistakes. Several 
studies have found that facial recognition software is less effective on people with a darker 
skin color. GPS employing AI to direct vehicles occasionally provides routes that do not 
account for emerging traffic or weather, and self-driving vehicles have caused fatalities. Es-
pecially in the early testing phases, Raven Sentry’s predictions were hard to understand 
and occasionally wrong. If properly employed, however, AI will reduce human error. Still, 
operators must understand the weaknesses and remain involved enough to detect errors.258 

As Raven Sentry improved, the system’s analysts had to be aware of automation bias. As 
they become accustomed to using an AI system, humans may stop critically examining a 
system’s outputs and blindly trust it, especially in time-sensitive situations common in com-
bat. An investigation of Patriot missile friendly-fire incidents in 2003 found that operators 
were trained to trust the auto-fire software, which would be necessary during high-volume 
missile attacks but contributed to misfires on their own aircraft and were unnecessary for 
low-volume incidents. The same effect exists in the medical field. Medical researchers ran 
258	 “Racial Bias in Facial Recognition,” Amnesty International (website), March 21, 2023; https://web.archive.org/
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Washington Post (website), June 10, 2023, https://www.washingtonpost.com/technology/2023/06/10/tesla-
autopilot-crashes-elon-musk;  and  Ruben  Stewart  and  Georgia Hinds, “Algorithms of War: The 
Use of Artificial Intelligence in Decision Making in Armed Conflict,” Humanitarian Law & Policy 
(blog), International Committee of the Red Cross (website), October 24, 2023, https://blogs.icrc.org/law-
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several experiments that found radiologists using AI were biased toward the AI’s recom-
mendations—which were intentionally incorrect for the experiments—and often produced 
incorrect diagnoses.259 

Raven Sentry’s creators were aware of the system’s weaknesses, especially in its nascent 
form and thus treated results as just one input requiring corroboration from traditional intel-
ligence disciplines, such as classified imagery or signals intelligence. They also experienced 
difficulties as new analysts rotated into Afghanistan and educated them deliberately on Raven 
Sentry’s vulnerabilities so the new personnel would not blindly trust outputs. Basing deci-
sions on multiple sources remains paramount to military intelligence, and an AI-produced 
report should be cross-checked whenever possible.

For all these reasons, leaders employing artificial intelligence must understand essential 
system functions. Since the innovation team developed Raven Sentry in a unit engaged in 
active combat, most of its leaders learned about the system as it developed. In peacetime, or 
as personnel rotate, growing an AI system alongside the leaders employing it might not be 
possible. Military leaders and analysts should train on how these tools work to understand 
their limitations and should read case studies of past successes and failures to mitigate this 
learning curve. Finally, they must remember that war is ultimately human, and the adversary 
will adapt to the most advanced technology, often with simple, common-sense solutions. Just 
as Iraqi insurgents learned that burning tires in the streets degraded US aircraft optics or as 
Vietnamese guerrillas dug tunnels to avoid overhead observation, America’s adversaries will 
learn to trick AI systems and corrupt data inputs. The Taliban, after all, prevailed against the 
United States and NATO’s advanced technology in Afghanistan.

Conclusion
The Resolute Support team took advantage of a culture open to innovation, the urgency 

created by the drawdown, and a unique set of resident capabilities and contracted skills to 
experiment with promising technology—but this progress was only the beginning. Further 
Army studies on intelligence processing and speeding the sensor-to-shooter loop have built 
upon this initial experiment. Advances in generative AI and large language models are in-
creasing AI capabilities, and the ongoing wars in Ukraine and the Middle East demonstrate 
new advances. To remain competitive, the Joint Force must educate its leaders on AI, balance 
the tension between computer speed and human intuition, and create ecosystems within their 
organizations to enable this technology.260
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(Source: “Artificial Intelligence Enabled Support to Afghanistan Warning” [PowerPoint 
presentation, NATO Special Operations Component Command—Afghanistan and Special 
Operations Joint Task Force – Afghanistan, Kabul, October 22, 2020]) 

The AI warning agent continued to learn from real-world events to improve accuracy. 
Further, analysts improved the AI tool by identifying key warning inputs of insurgent 
aggression and highlighting them for the system—comparable to how a listener ‘likes’ a 
song in the Pandora music application, triggering Pandora to feed the listener more music 
from that genre. The analysts and engineers constantly tuned the algorithm and curated the 
data to improve performance. The team could have moved the AI to a classified system and 
fed it information from more sensitive sources, but the system did not require secret reports 
to achieve good performance, and using classified information would have excluded the 
uncleared engineers and delayed sharing with Afghan partners.

In October 2020, analysts determined that Raven Sentry had reached approximately 70 
percent accuracy and believed reports could add value to the analytical effort. The analysts 
monitoring the AI system’s results built weekly reports predicting windows of time when 
specific government centers were at increased risk. For example, Raven Sentry predicted 
insurgents would likely attack the Jalalabad provincial center between July 1 and July 12 (see 
figure 1). The report also predicted the number of casualties with a confidence level based on 
historic attacks with similar indicators. 

For example, the warning from July 1 to July 12 might predict 41 fatalities, with a 95 
percent confidence interval of 27 to 55. The system would also highlight the grid square 
where the sensor detected abnormal activity. The designers called these grid squares warning 
named areas of interest (WNAIs) and the more precise locations warning risk activity 
anomaly points (WRAAPs), as demonstrated in figures 1 and 3. The analysts who created the 
weekly reports then compared the results with other available intelligence to corroborate the 
model’s output.
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CHAPTER 6

Using Artificial Intelligence to Disrupt Terrorist 
Operations

Colonel Chris Lowrance and Dr. C. Anthony Pfaff260

*

Editor’s Note
As the introduction to this volume points out, denying terrorists operational success, 

whether by preventing and disrupting attacks or denying terrorists their effect, is an important 
part of a counterterrorist deterrent strategy. This chapter examines how artificial intelligence 
can play a role in such a strategy by disrupting the stages of the terrorist attack cycle. The 
chapter begins by outlining the typical phases terrorists follow, from ideation and motivation 
through to execution and post-attack exploitation. Understanding these stages is crucial 
for effectively applying AI to detect and mitigate threats. By leveraging AI’s capabilities, 
security forces can detect subtle signs of terrorist activities that were previously difficult 
for humans to identify. But success may come at a cost. As described in the introduction, 
the logic of terrorism suggests terrorist leaders are less risk-averse when things are going 
badly than when things are going well. So, the more successful counterterrorists are, the 
more dangerous terrorists can become. Mitigating this dynamic may lead to a revolution in 
counterterror affairs analogous to the “revolution in terrorist affairs” described in chapter 4. 
As this chapter recommends, such a revolution might consider revisions to AI architecture 
to combine multiple AI models or algorithms to collaborate on a specific task and improve 
decision-making or predictive accuracy.

Introduction
Previous chapters have explored various methods by which terrorists might use AI 

to facilitate their attacks, with the preceding chapter changing directions and specifically 
highlighting AI’s role in recent counterinsurgency operations. This chapter adopts a broader 
approach to combating terrorism, focusing on harnessing AI to counteract and disrupt terrorist 

*	 The information and views expressed in this publication are solely those of the author and do not 
necessarily represent the views and policies of NATO, COE-DAT, NATO member states or institutions 
with which the author is affiliated.
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operations more generally. We begin by reviewing the systematic stages most terrorist attacks 
follow; this foundational understanding frames our discussion and allows us to pinpoint how 
AI can be strategically applied at each stage of the attack cycle to thwart terrorist activities. 
Moreover, thoroughly comprehending AI capabilities—including those of generative AI—is 
crucial for devising optimal counterterrorism deployment strategies.

This chapter assumes the reader has a general understanding of AI’s capabilities, as 
described in the introduction. It focuses on how AI’s capacities may be applied to counter-
terrorism. It is worth emphasizing the importance of integrating the proposed approach in this 
chapter to enhance the capabilities of military operations, law enforcement, and intelligence 
analysts. Such integration aims to foster a synergistic human-machine collaboration that 
performs more effectively in combating terrorism. The ensuing sections detail specific 
ways in which AI can augment human efforts to counter terrorist threats effectively. We 
acknowledge the data and information proposed for AI’s use in disrupting terrorist operations 
may raise ethical and privacy concerns, which will be addressed in the subsequent chapter.

The Terrorist Attack Cycle
Terrorist operations often adhere to a cyclical pattern from conception to execution.261 

Recognizing and understanding the stages of terrorist operations is crucial for effective 
intervention. Within each stage, terrorists typically engage in actions that may inadvertently 
leave indicators of their operations.262 Historically, these subtle traces were challenging for 
humans to detect. However, detecting terrorists’ actions through intelligent machines has 
become more feasible in the age of AI. Artificial intelligence excels in analyzing data to 
detect patterns within information streams.263 As illustrated in Figure 6-1, AI can analyze and 
exploit specific data to detect and disrupt attack planning at each point in the terrorist attack 
cycle. Those cycles are described below: 

•	 Ideation and Motivation: This initial phase involves the formation of the ideological 
motivations and intentions behind terrorist activities. A 2015 study states radicalization 
occurs in four phases, each with associated behaviors. However, no individual 
exhibited all associated behaviors at every stage.264 Thus, discerning whether an 
individual is becoming radicalized can be difficult even when behaviors are detected. 
For example, even though neighbors in Manchester, United Kingdom, alerted police 
when a local youth made statements that supported terrorism and suicide bombing, the 
neighbors failed to connect the youth to the Da’esh-sponsored radicalization efforts. 

261	 “JCAT Counterterrorism Guide for Public Safety Personnel,” Office of the Director of National Intelligence 
(website), n.d., accessed on August 6, 2024, https://www.dni.gov/nctc/jcat/index.html; and Marc Sageman, 
Understanding Terror Networks (University of Pennsylvania Press, 2004).

262	 Rick Samples, “A Police Officer’s Guide to the Terrorist Attack Cycle,” Lexipol (website), January 8, 2021, 
https://www.lexipol.com/resources/blog/a-police-officers-guide-to-the-terrorist-attack-cycle/. 

263	 Ron Schmelzer and Kathleen Walch, “The Seven Patterns of AI,” Project Management Institute (website), n.d., 
accessed on August 6, 2024, https://www.cognilytica.com/the-seven-patterns-of-ai/. 

264	 Jytte Klausen, A Behavioral Study of the Radicalization Trajectories of American “Homegrown” Al Qaeda-
Inspired Terrorist Offenders (US Department of Justice, 2016), i. 
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The youth would go on to detonate a bomb at a local arena, killing 22 and injuring 
116.265 Therefore, detecting radicalization early may require identifying specific 
behavior patterns in individuals to understand better which combinations of actions 
are linked to the radicalization process.

•	 Target Selection: During this stage, potential targets are identified based on their 
symbolic, economic, or political significance. As described in the previous chapter, 
AI can analyze repeating factors such as weather patterns; symbolic events; increased 
activity around cultural, historical, and religious centers; and locations of past activity 
to predict future attacks.

•	 Intelligence Gathering: During this stage, terrorist operatives collect information 
pertinent to the selected targets, including security details and operational timelines. 
Terrorists often conduct surveillance and gather intelligence to prepare for attacks, and 
these activities frequently take place near the terrorists’ homes, which are typically 
close to their selected targets.266 As a result, AI could monitor data surrounding 
potential targets, scanning for suspicious or anomalous behavior. AI could be enough 
to thwart an attack when combined with other anomalies in other stages. As another 
form of risk mitigation, AI could assess one’s vulnerabilities, especially regarding 
critical infrastructure, symbolic events, and other high-value targets.

•	 Planning and Preparation: This stage involves the strategic planning and logistical 
arrangements needed for the attack.267 Intelligence analysis is a function of assigning 
probabilities to possible courses of action. Finding a way to improve the accuracy of 
probability assessments should help avoid similar intelligence failures in the future.

•	 Logistics and Deployment: Resources and personnel are mobilized to execute the 
planned attack. During this phase, operatives will leave safe areas, collect and assemble 
weapons and explosives, form teams, and move to the attack site.268 At this point, 
terrorists are at their most vulnerable. To the extent AI can enhance counterterrorists’ 
ability to detect, analyze, and intervene during this phase of the cycle, more terrorist 
attacks can be disrupted.

•	 Attack Execution: The actual implementation of the terrorist act. At this point, what 
counterterror measures are possible depends on the nature of the attack. Once the 
shooting starts or the bombs go off, counterterrorists can do little about it. But not 
all attacks begin with a bang. On September 11, 2001, ten of the 19 terrorists were 

265	 “Manchester Attack: What We Know So Far,” BBC (website), June 12, 2017, https://www.bbc.com/news/uk-
england-manchester-40008389. 

266	 Brent Smith, “A Look at Terrorist Behavior: How They Prepare, Where They Strike,” National Institute of 
Justice Journal, no. 260 (July 2008). 

267	 Oren Liebermann and Tamar Michaelis, “Calls for Accountability Grow over October 7 Failures, but Israel’s 
Leadership Is Unlikely to Act,” CNN (website), June 20, 2024, https://www.cnn.com/2024/06/20/middleeast/
israel-gaza-intelligence-accountability-analysis-intl-cmd/index.html. 

268	 “Defining the Terrorist Attack Cycle,” RANE Worldview (website), February 23, 2012, https://worldview.
stratfor.com/article/defining-terrorist-attack-cycle. 
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selected by the Computer-Assisted Passenger Prescreening System for additional 
screening. But this selection only meant the terrorists’ luggage would not be loaded 
until they boarded the plane. Some of the terrorists’ carry-on luggage also set off 
alarms as they went through X-ray machines. Still, airport security personnel did not 
find weapons or anything suspicious.269 This example suggests the ability to aggregate 
anomalies better should improve capabilities to intervene once an attack has been 
initiated.

•	 Escape and Exploitation: At this stage, terrorists will execute post-attack strategies, 
including escape routes (if applicable) and exploitation. Assuming the terrorist 
operation is not a suicide attack, terrorist operatives will need a way out of the attack 
zone—where they would have to confront military, law enforcement, or other first 
responders—and will need to go back to a safe area. Additionally, terrorist groups will 
want to take advantage of the attention the attack draws to express and advance their 
goals.

Figure 6-1. General stages of a terrorist attack cycle 

This discussion illustrates how counterterrorism strategies can be significantly enhanced 
by identifying where AI can be interjected effectively within the stages of the terrorist attack 
cycle.

Artificial Intelligence Applications in Counterterrorism
Using AI to prevent or disrupt terror attacks is not new. As discussed in the previous 

chapter, in Iraq and Afghanistan, the United States used Project Maven to analyze massive 
amounts of imagery to enhance human analysts’ ability to identify people, vehicles, and 
installations associated with terrorist activity.270 In the United States, AI applications have 
been used to conduct facial recognition, analyze video, monitor social media, map criminal 
networks better, and conduct predictive policing both to solve crime and to prevent terrorist 
activity.271 But what AI applications do not do is aggregate across the range of the terrorist 
attack cycle. When one analyzes terrorist-related activity across the cycle’s range, new 
269	 National Commission on Terrorist Attacks upon the United States, The 9/11 Commission Report (National 

Commission on Terrorist Attacks upon the United States, 2004), 1–4, 451.
270	 Marcus Weisgerber, “The Pentagon’s New Artificial Intelligence Is Already Hunting Terrorists,” Defense One 

(website), December 21, 2017, https://www.defenseone.com/technology/2017/12/pentagons-new-artificial-
intelligence-already-hunting-terrorists/144742/. 

271	 Ángel Díaz, “New York City Police Department Surveillance Technology,” Brennan Center for Justice (website), 
October 4, 2019, https://www.brennancenter.org/our-work/research-reports/new-york-city-police-department-
surveillance-technology; and Issie Lapowsky, “How the LAPD Uses Data to Predict Crime,” WIRED (website), 
May 22, 2018, https://www.wired.com/story/los-angeles-police-department-predictive-policing/. 
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patterns emerge, potentially improving counterterrorists’ ability to disrupt, if not prevent, 
attack planning.

Detecting, Attributing, and Countering the Terrorists’ Narrative
The initial stage outlined in Figure 6-1, “Ideation & Motivation,” involves forming 

ideological motivations and intentions that drive terrorist activities. During this phase, a 
terrorist or terrorist group seeks to persuade individuals to join their cause or adopt their 
ideology.272 For example, Da’esh used a combination of traditional networks, social media 
platforms like Twitter and YouTube, and messaging applications like Telegram to identify 
potential recruits and highlight operational successes to legitimize its cause and attract 
new followers. According to a study by the International Center for the Study of Violent 
Extremism, Da’esh leaders have used in-person meetings reinforced by social media 
messaging to reach recruits. Those most vulnerable to joining tend to fit a particular pattern, 
such as experiencing poverty, unemployment, criminal activity and substance abuse, among 
other factors. Overall, the study identified 22 factors that, in various combinations, can make 
individuals more vulnerable to terrorist messaging.273 

Similarly, during the final stage, ‘Post-Operation Exploitation’, terrorists pursue analogous 
goals, often by claiming their actions were successful and disseminating propaganda across 
various mediums, including social media, to exploit the attention their attacks bring. After 
the Paris attacks of 2015, Da’esh used social media to claim responsibility and propagate 
videos and messages that glorified the acts, positioning the attackers as martyrs and 
amplifying their ideological messages.274 Essentially, the terrorist attack cycle is bookended 
by similar processes aimed at influencing others through strategic information campaigns. 
These campaigns typically focus on recruiting members and garnering support for terrorists’ 
political or ideological causes.

The similarities between the first and last stages of a terrorist operation suggest similar AI 
tools will effectively detect and disrupt terrorist activities. Terrorists frequently use Internet 
websites and social media platforms to garner support and disseminate propaganda. Artificial 
intelligence can automatically scrape data from these sites and leverage generative AI 
capabilities to interpret text-based data, identifying where terrorists attempt to communicate 
and disseminate information. Once terrorist sites or social media accounts are identified, 
they can be flagged for tracking and further analysis. Over time, and with additional data, AI 
could progress to identifying and attributing the website or social media account to specific 
individuals or groups. With that information, counterterrorist organizations could collect 
272	 Alex P. Schmid, ed., Handbook of Terrorism Prevention and Preparedness (International Centre for Counter-

Terrorism, July 2021).
273	 Anne Speckhard and Molly D. Ellenberg, “ISIS in Their Own Words: Recruitment History, Motivations for 

Joining, Travel, Experiences in ISIS, and Disillusionment over Time—Analysis of 220 In-Depth Interviews of 
ISIS Returnees, Defectors and Prisoners,” Journal of Strategic Security 13, no. 1 (2020): 93–96.

274	 J. M. Berger and Jonathon Morgan, “The ISIS Twitter Census: Defining and Describing the Population of ISIS 
Supporters on Twitter,” Brookings Institution (website), March 5, 2015, https://www.brookings.edu/articles/
the-isis-twitter-census-defining-and-describing-the-population-of-isis-supporters-on-twitter/. 
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more data, find more patterns, and better map the terrorist network. Artificial intelligence 
could also find correlates of attack planning, which could be useful in predicting future 
attacks. Moreover, those correlates may not always be direct. For example, the data company 
Fraym used vaccination rates as a proxy for state effectiveness to determine areas of Burkina 
Faso that were vulnerable to terrorist attacks. With sufficient data, Fraym could predict, with 
a high degree of accuracy, which areas would fall under terrorist control.275

To achieve this level of prediction, AI could develop models that recognize the signature 
behaviors or trademarks of a group based on its language, grammatical style, message content, 
ideological stance, and potentially lower-level digital information such as the physical location 
of the web server and the geographic region associated with its Internet Protocol address. 
Importantly, obtaining some digital footprint data, such as Internet Protocol addresses, might 
require a legal warrant and cooperation from the platform provider. Moreover, this approach 
could be compromised if terrorists use virtual private networks to appear to be in regions 
other than their actual location. Nonetheless, detectable clues often remain that can help 
identify and possibly attribute terrorist information campaigns.

If AI is to disrupt the “Ideation & Motivation” and “Post-Operation Exploitation” 
stages effectively, a significant part of its role will involve countering terrorist narratives. 
Generative AI, with its ability to interpret text in virtually any language, can play a pivotal 
role.276 It can scrape social media feeds and websites to identify accounts or platforms 
that appear to be recruiting members for terrorist plots or advocating terrorist ideologies. 
Additionally, generative AI can interpret spoken language, translate it into text, and 
summarize conversations. This functionality enables AI to be deployed in targeted online 
forums or social media spaces where live, verbal conversations occur. In such scenarios, AI 
could monitor forums suspected of harboring sympathies toward terrorists by eavesdropping 
to gather intelligence that assesses the group’s sentiment or provides more targeted evidence 
of potential targets or threats.277

In addition to monitoring social media feeds and listening to online public forums, 
generative AI can adopt a more proactive role in disrupting terrorists’ operations by directly 
countering their narratives. If AI systems detect an account or social media post that aligns 
with terrorist ideologies, they could automatically generate responses that challenge the 
logic or ideology behind terrorism. For instance, the AI could craft and post replies that 
undermine the messages propagated by terrorist agents or advocates. Similarly, if the AI 
tools participate in live conversations within social media spaces, they could employ an 
artificial yet authentic, human-sounding voice to articulate arguments against terrorism and 
275	 Judd Devermont, “How Fraym Explains Extremist Violence in Burkina Faso,” Fraym (blog), n.d., accessed 

November 19, 2024, https://fraym.io/blog/violence-in-burkina-faso/. 
276	 Priyank Mathur et al., “The Radicalization (and Counter-Radicalization) Potential of Artificial Intelligence,” 

International Centre for Counter-Terrorism (website), May 1, 2024, https://www.icct.nl/publication/
radicalization-and-counter-radicalization-potential-artificial-intelligence. 

277	 Rocco Bellanova and Marieke de Goede, “Co-Producing Security: Platform Content Moderation and 
European Security Integration,” Journal of Common Market Studies 60, no. 5 (2022).



99Using Artificial Intelligence to Disrupt Terrorist Operations

its underlying philosophies in the native tongue of the participants.

Achieving this level of automation is not without its challenges. As scholars Rocco 
Bellanova and Marieke de Goede observe, using AI to assess and remove extremist content 
from Internet websites requires technological and legal mechanisms that require human-
machine teaming. In their study of the EU’s Internet Referral Unit, which operates under 
the regulation for “preventing the online dissemination of terrorist content,” referred to as 
the Terrorist Content Online Regulation, adopted in April 2021, Bellanova and de Goede 
point out, “there is no ‘magic algorithm’ for identifying terrorist content on the internet,” 
which forces online platforms and government agencies to make judgments about what 
content should be removed. Critical to the process of identifying online terrorist content, in 
addition to the algorithm, are the right flagging templates that effectively prioritize suspected 
content.278

The ability to quickly process and flag alarming content is a major advantage of using 
AI to search for terrorist-related content. One of the significant challenges today is the 
sheer volume of information generated daily on the Internet and social media platforms. 
Law enforcement or intelligence analysts cannot realistically track every open conversation 
on the Internet that is suspected to involve terrorists or those sympathetic to their causes. 
Additionally, some online discussions occur in languages unfamiliar to the officers, further 
complicating intelligence-gathering efforts. These challenges can be mitigated through AI, 
which operates at machine speed and can understand text and spoken languages. 

Consequently, AI significantly lowers the threshold for automating searching and 
monitoring terroristic communications in public online forums. Artificial intelligence 
can scan vast online communications to detect radicalization patterns and identify 
emerging threats. Artificial intelligence tools can flag content that suggests extremist 
indoctrination or recruitment activities by analyzing data across social networks, forums, 
and websites.

Detecting Terrorist Planning and Staging Activities
As terrorists progress through target selection, intelligence gathering, planning and 

preparation, logistics and deployment, and attack execution, they inevitably leave traces or 
signatures that could theoretically be detected before an attack occurs. These steps usually 
involve some form of coordination and communication, as well as acquiring and transporting 
goods and people.279 The primary challenge is detecting these subtle signals of communication 
and logistics, particularly as terrorists strive to conceal or disguise their activities to evade 
detection. Terrorists often use encrypted communication methods or camouflage their 

278	 Bellanova and de Goede, “Co-Producing Security.” 
279	 Don Reisinger, “The Many Ways Terrorists Communicate Online,” Fortune (website), May 3, 2016, https://

fortune.com/2016/05/03/terrorists-email-social-media/; and Department of Homeland Security, Department 
of Homeland Security Strategic Framework for Countering Terrorism and Targeted Violence (Department of 
Homeland Security, September 2019).
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preattack activities within the mundane routines of civilian life.280 But historical analyses 
of terrorist events have shown terrorists inadvertently produce detectable signs that can 
forewarn about potential attacks.

Experts have identified eight common forms of the detectable signs of terrorism: 
surveillance, inquiries, security tests, fundraising, acquiring supplies, suspicious behavior, 
dry runs, and deployment of assets.281 Additionally, research has demonstrated terrorist 
attacks are often preceded by criminal acts such as illegal arms possession, robbery, wire 
fraud, money laundering, espionage, trespassing, and irregular immigration.282 This research 
suggests recognizing the temporal and spatial correlation between such criminal activities 
can help trigger timely and accurate alerts about potential terrorist plots.

Given the eight common warning signs previously mentioned and the fact terrorists 
commonly commit crimes before they strike, data sources exist through which AI can filter 
to search for red flags. Some of these potential sources include international or federal 
crime databases, local or state crime databases, local site security or event logs, flagged 
financial-transaction logs, digital scanners of goods at controlled entry points, immigration 
and customs databases, international or federal travel databases, local city enforcement street 
cameras, and local site surveillance video. A breakdown of where AI could fit into each of the 
remaining stages in figure 6-1 is listed below.

•	 Target Selection and Intelligence Gathering: Given AI algorithms can process and 
analyze large datasets to uncover unusual patterns of behavior, they could be deployed 
to operate using data within travel and customs databases, financial-transaction logs, 
and other data sources to uncover reconnaissance activities or anomalous purchases 
that may indicate preparations for a terrorist attack. For example, increases in 
meetings, phone calls, supply purchases, and fundraising, which could include both 
criminal and noncriminal means, are typically associated with preparation for a 
terrorist operation.283 Artificial intelligence can collect, aggregate, and flag relevant 
patterns, allowing counterterrorists to disrupt attacks before planning progresses too 
far.

•	 Planning and Preparation: Artificial intelligence systems could be deployed to 
monitor communications and dark web forums where planning might occur. For 
example, a 2008 study on international and environmental terrorists found groups 
using uncoordinated violence—characterized by lone actions, strong commitment, 
and minimal contact between leaders and operators—began planning about 15 days 

280	 Robert Graham, “How Terrorists Use Encryption,” CTC Sentinel 9, no. 6 (June 2016): 20–25.
281	 “Eight Signs of Terrorism,” Colorado Division of Homeland Security and Emergency Management (website), 

n.d., accessed on August 3, 2024, https://dhsem.colorado.gov/ciac/eight-signs-of-terrorism. 
282	 Brent L. Smith et al., “The Terrorists’ Planning Cycle,” in The Handbook of the Criminology of Terrorism, ed. 

Gary LaFree and Joshua D. Freilich (Wiley-Blackwell, 2016), 62–76; and Smith, “Terrorist Behavior.”
283	 Brent L. Smith et al., Geospatial Analysis of Terrorist Activities: The Identification of Spatial and Temporal 

Patterns of Preparatory Behavior of International and Environmental Terrorists (University of Arkansas, 
2008), 53.
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before an attack, whereas groups with more deliberate strategies started planning 
around 92 days in advance.284 With those indicators in mind, machine learning models 
could identify coded language and other suspicious correlations human analysts might 
overlook.

•	 Logistics and Deployment: Surveillance camera systems and logistics scanning 
equipment enhanced with AI could detect known suspects, suspicious activity such 
as loitering and unusual photography, and smuggled explosives. Similarly, facial 
recognition and anomaly-detection algorithms can alert authorities about unusual 
gatherings or movements at critical locations or suspected terrorist targets.

•	 Attack Execution: The real-time AI-driven analytics and AI-enabled surveillance 
equipment mentioned above can assist in immediately detecting threats and 
coordinating response efforts. These systems can analyze surveillance footage and 
sensor data to identify attacks as they unfold, enabling rapid deployment of emergency 
services. In particular, facial recognition may increase in importance as terrorist 
organizations rely more on lone wolf attacks, which may not have as large a signature 
as more complex attacks.285

To illustrate the utility of AI, scholars from the University of Sciences and Humanities 
in Lima, Peru, used the University of Maryland’s Global Terrorism Database to visualize 
and accurately predict numbers and types of terrorists by region. They used classifier 
models known as “decision trees” and “random forests” to analyze terrorist attacks using 
100 classifying characteristics. A decision-tree model consists of branches that describe the 
attributes of attacks and leaves that classify each attribute so the algorithm can analyze it. 
The random-forest model uses multiple decision trees with random attributes to overcome 
a single decision tree’s limitations. The result of the decision-tree model was a prediction 
accuracy of 75.45 percent for the attack region and 79.24 percent for the type of attack, 
whereas the random-forest method reached 89.54 percent for the attack region and 90.41 
percent for the type of attack.286

A Layered Artificial Intelligence Architecture for a Holistic View of Potential Risks
The previous sections highlighted various data sources AI could leverage to detect 

hallmark signs of terrorist activity, guided by the distinctive stages of terrorist operations and 
insights from research on such indicators. Building on this foundation, we propose a nuanced 
deviation from the traditional AI architecture known as an ensemble: a concept familiar 

284	 Smith et al., Geospatial Analysis, 51.
285	 Tony Porter, “Facial Recognition Technology in the Fight Against Terror,” Counter Terror Business (website), 

February 10, 2023, https://counterterrorbusiness.com/features/facial-recognition-technology-fight-against-
terror. 

286	 Enrique Lee Huamaní et al., “Machine Learning Techniques to Visualize and Predict Terrorist Attacks 
Worldwide Using the Global Terrorism Database,” International Journal of Advanced Computer Science and 
Applications 11, no. 4 (2020): 562–70. 
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to AI researchers and practitioners.287 Ensemble learning is a technique that aggregates 
several models to improve accuracy.288 Our adapted ensemble approach is designed to ingest 
and synthesize information from diverse, siloed data sources, providing a comprehensive 
and coherent analysis of potential terrorist threats. By integrating these varied inputs, the 
architecture aims to offer a more detailed and accurate portrayal of the dynamics underpinning 
terrorist activities.

An AI ensemble traditionally combines multiple AI models or algorithms to improve 
decision making or predictive accuracy. These models usually operate using the same 
dataset, pooling their insights to produce an accurate and robust output by capitalizing on 
each model’s strengths and mitigating the models’ weaknesses.289 Ensembles use aggregation 
functions, such as majority voting or averaging, to combine the outputs of the individual 
models. For example, in a classification task, an ensemble with a majority voting mechanism 
would select the class upon which most independent classifiers agree.

But the approach proposed in this paper modifies the traditional ensemble concept. In 
our approach, we were inspired by the concept of an ensemble, where multiple AI models 
collaborate on a collective task. But we diverge from the traditional ensemble because our 
system follows a multitiered structure. At the lower tier, individual AI models operate using 
narrowly defined, specific datasets, with each dataset potentially having its own traditional 
ensemble designed to detect patterns or anomalies unique to its data. After processing, AI 
models (or independent ensembles) pass their flagged detections to a higher-level metamodel, 
distinguishing our approach from a conventional ensemble. This metalevel AI agent 
synthesizes flagged events from various sources to create a clearer, more comprehensive 
picture of potential terrorist activities. By analyzing aggregated signals across multiple data 
streams, the metalevel model aims to reveal patterns that may be overlooked in isolation, 
thereby enhancing the system’s predictive accuracy and providing deeper insights into the 
structure and plans of terrorist organizations.

287	 “A Comprehensive Guide to Ensemble Learning,” GeeksforGeeks (website), updated December 26, 2023, 
https://www.geeksforgeeks.org/a-comprehensive-guide-to-ensemble-learning/. 

288	 Jacob Murel and Eda Kavlakoglu, “What Is Ensemble Learning?,” IBM (website), March 18, 2024, https://
www.ibm.com/topics/ensemble-learning#:~:text=Ensemble%20learning%20is%20a%20machine,than%20
a%20single%20model%20alone. 

289	 Murel and Kavlakoglu.
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Figure 6-2. Architecture of a two-level AI ensemble. 

The diagram in Figure 6-2 demonstrates the integration of diverse machine learning 
models at the first level, each independently processing input data. The second-level AI 
agent analyzes outputs to identify potential patterns suggestive of a terrorist plot. This 
ensemble approach reduces the complexity of the problem space compared to a flattened 
architecture, in which a single AI agent would need to analyze all raw data across various 
sources simultaneously.

Figure 6-2 also illustrates the adapted ensemble approach, specifically designed for AI to 
detect and disrupt terrorist operations. This architecture comprises two levels of AI agents for 
optimal effectiveness: one at the lowest level, narrowly trained to recognize patterns within 
specific datasets, and another at a higher level, tasked with operating on the output—or red 
flags—provided by each AI agent at the lower level. For instance, one narrow AI agent might 
analyze surveillance camera feeds to identify suspicious behaviors, such as by recognizing 
the license plates of vehicles frequently spotted in high-security zones or individuals loitering 
in sensitive areas. Another agent could sift through financial transaction logs to flag unusual 
patterns indicating funding for terrorist activities, such as sudden, large withdrawals or 
international transfers linked to regions known to be terror-prone.

Whenever the narrowly focused AI agents detect an anomaly or suspicious activity, they 
relay the flagged information to the metalevel for comprehensive analysis. This metalevel AI 
agent stitches together clues from multiple sources, enhancing the capacity to discern more 
complex patterns that may not be evident from a single data stream. For example, combining 
insights from local crime databases, immigration records, and travel logs could reveal the 
movements of suspected individuals and their networks, offering a more detailed profile of 
potential threats.

Each narrowly trained AI agent plays a critical role in this system by providing specific 
clues contributing to a holistic security overview. Although a single tip from one AI source 
could potentially prevent an attack, integrating multiple data points can offer a clearer picture 
of the perpetrators, their methods, and the timing and location of potential attacks. Thus, the 
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meta-level AI agent is crucial for synthesizing these disparate pieces of information to form 
a comprehensive intelligence picture. Our proposed approach underscores the significant 
strength of AI in ingesting large, multidimensional data sources and discerning patterns 
across them, providing a strategic advantage in counterterrorism efforts.

In counterterrorism, the upper echelons of our two-level AI ensemble architecture are 
where generative AI truly shines. A generative AI agent operating at this metalevel, fine-
tuned with comprehensive counterterrorism research and doctrine, possesses an extensive 
knowledge repository. Such an advanced AI capability allows for an in-depth analysis 
of the nuanced signals the initial model layer detects. By synthesizing vast amounts of 
literature and previous studies on terrorist activities, generative AI can effectively identify 
and piece together subtle signs that might individually seem benign but, when viewed 
holistically, indicate a potential terrorist plot. The system’s integration of generative 
AI both enhances its detection capabilities and makes implementing sophisticated AI 
ensembles more feasible than ever before, promising a significant leap forward in proactive 
counterterrorism measures.

Mitigating the Challenges
One significant challenge in deploying AI for counterterrorism is training each AI agent 

effectively. In supervised learning, where algorithms are trained on labeled datasets, training 
typically requires a substantial set of labeled training examples to teach AI to recognize 
specific events.290 But labeling data is often expensive and labor-intensive. Moreover, terrorist 
activity data within various repositories might be scarce, complicating the development of 
a robust, generalized model. One approach to addressing these challenges is to leverage 
unsupervised learning techniques, where algorithms learn from unlabeled datasets.291 
Unsupervised learning methods enable AI agents to detect anomalies within data streams 
without labeled examples. By analyzing patterns and deviations from norms, unsupervised 
learning can highlight potential threats autonomously.

Alternatively, another viable solution is synthetic data, which is artificial data generated 
to mimic the attributes of real data, allowing one to increase the size of a database for more 
effective output or to mask real-world data to prevent unauthorized access.292 Through 
simulation or generative AI, the synthetic-data method can augment sparse real data, 
providing AI agents with ample diverse scenarios to learn from, thus enhancing their ability 
to generalize across different situations. The human-machine teaming aspect of our proposed 
system is crucial for continuous improvement. Regular updates are essential for optimal 

290	 “Supervised Machine Learning,” GeeksforGeeks (website), updated October 23, 2024, https://www.
geeksforgeeks.org/supervised-machine-learning/. 

291	 “Supervised and Unsupervised Learning,” GeeksforGeeks (website), updated September 23, 2024, https://
www.geeksforgeeks.org/supervised-unsupervised-learning/. 

292	 “What Is Synthetic Data Generation?,” K2view (website), updated May 7, 2024, https://www.k2view.com/
what-is-synthetic-data-generation/. 



105Using Artificial Intelligence to Disrupt Terrorist Operations

performance in any dynamic machine-learning application.293 The nature of data signatures, 
or their characteristics, can evolve over time. In terrorism contexts, tactics and techniques 
may shift due to attempts to evade detection, or as new technologies emerge. Thus, the AI 
system must adapt to changes by learning from new data, with humans playing a pivotal 
role in guiding and correcting the AI, particularly in instances of false positives or missed 
detections.

Humans also play a role in continuously improving the system by publishing new 
research on the tactics, techniques, and procedures of terrorist operations. As the new 
research becomes available, generative AI can ingest it to integrate new insights into terrorist 
strategies, continually enhancing the system’s effectiveness. Another challenge is gaining 
access to data indicative of terrorist plots. The most revealing data types are often shielded by 
privacy laws, encrypted communications, or deliberate obfuscation by terrorists. The ethical, 
moral, and legal implications of using such data for AI-based surveillance will be further 
explored in the subsequent chapter.

Conclusion
Particularly with advancements in generative AI, AI introduces unprecedented 

opportunities to disrupt terrorist operations. Terrorist attacks often follow a discernible 
sequence of events involving detectable actions such as communications, transactions, and 
movements. Terrorists’ efforts to conceal their activities make distinguishing these actions 
amid a vast sea of legitimate data formidable, even with AI assistance. Yet, the capabilities of 
AI to sift through and interpret complex data patterns at an unparalleled scale make detecting 
terrorists’ actions more feasible than ever before. This chapter explored the staged process 
of terrorist attacks, identifying eight detectable signs of impending threats. It discussed the 
potential of AI, especially generative AI, to monitor and analyze data from various stages of 
a terrorist attack cycle, from ideation and influence—where AI could monitor social media 
and online forums—to the execution stages, where specific suspicious behaviors might be 
detected.

We propose a multitiered AI system in which each data source is overseen by a specialized 
AI agent trained to recognize signs of terrorism within the data stream. Alerts from specialized 
AI agents could be escalated to a higher-order, metalevel AI agent that integrates signals 
across multiple data modalities. This generative AI agent, leveraging a vast repository of 
counterterrorism knowledge, could predict details about terrorists’ plans, enabling preemptive 
actions. Humans remain crucial to the proposed system’s success. They are responsible for 
making final decisions on actions such as surveillance, arrests, or interventions and are vital 
in refining AI’s performance. Human oversight is essential to correcting false positives and 
omissions, labeling new data, and integrating the latest research into AI models.

293	 “AI Model Maintenance: A Guide to Managing a Model Post-Production,” Appen, February 26, 2021, https://
www.appen.com/blog/ai-model-maintenance-guide-to-managing-model.
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Finally, using data sources, as described, may raise significant privacy concerns, 
highlighting the perennial security-privacy trade-off. Although this chapter does not cover 
privacy issues in depth, it acknowledges the potential for misuse of such surveillance 
technologies and the importance of maintaining ethical standards in deploying AI-driven 
counterterrorism tools. This proposed AI-enhanced approach to counterterrorism reflects a 
sophisticated integration of technology and human expertise, aiming to detect and to disrupt 
terrorist plots before they come to fruition. Maintaining a balance between innovative security 
measures and ethical considerations will be paramount as we advance.
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CHAPTER 7

Legal Aspects and Challenges of Using Artificial 
Intelligence for Counterterrorism

Dr. Ş. Barış Özçelik293

*

Editor’s Note
Each of the preceding chapters has raised legal and ethical concerns. Chapters 2 through 

4 discuss how terrorist organizations might be able to use publicly available data to recruit, 
radicalize, and facilitate operations. Chapters 4 through 6 also recommend data-intensive 
and machine learning (ML) approaches to understanding, predicting, and disrupting terrorist 
organizations that could expose data private citizens have a right to protect. These points 
suggest that improved legislation protecting critical data would help counterterrorists disrupt 
terrorist operations. At the same time, making that much data available without the right kind of 
governance could put private citizens at risk. Data collection is not the only concern. Artificial 
intelligence models often reflect a bias, depending on the dataset, that can result in the unfair 
characterization of some individuals and organizations as connected to terrorism or overlook 
individuals and organizations connected to terrorism. This chapter discusses how to balance 
concerns about AI’s use in counterterrorism (CT) to provide the kind of AI and data governance 
that allow for robust oversight mechanisms, transparent data-sharing practices, and strict 
limitations on the data types that can be accessed and processed. Doing so would ensure that, 
while CT efforts are enhanced through data analytics, the fundamental rights of individuals 
are safeguarded, preventing potential misuse or overreach by authorities. Although the chapter 
does not cover this point directly, the chapter’s findings further suggest engaging with civil 
society in the development of AI and data policies could foster trust and accountability, both of 
which are essential components of navigating the complexities of modern security challenges.

Introduction
Today, the international community recognizes the potential and unprecedented benefits 

of recent, ongoing, and future AI advancements. These advancements’ almost limitless, wide 

*	 The information and views expressed in this publication are solely those of the author and do not 
necessarily represent the views and policies of NATO, COE-DAT, NATO member states or institutions 
with which the author is affiliated.
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adoption creates significant momentum and bears widespread implications for everyone; 
radically changing lives, space and the economy, as well as civil, ethical, legal, and 
humanitarian values. Technological outputs enabled by breakthroughs in fields like big data, 
ML, multiagent reasoning, natural language processing, human-computer interfaces, and 
swarm robotics introduce new instruments, governance models, and operational paradigms. 
These paradigms involve the ability to gather, store, process, integrate, correlate, qualify, 
quantify, decide, disseminate, and share information, data, and recorded facts acquired from 
the heterogeneity of sources and providers characterized by different provenance, class, 
nature, volume, format, and temporal domains, often of confidential, legally regulated, 
sensitive character and ownership.294

Terrorists also increasingly leverage advanced technology for various purposes, including 
messaging, recruitment, fundraising, propaganda, and gathering sensitive information. They 
use platforms such as the dark web, social media networks, and sophisticated AI tools to 
conceal their covert messages from prying eyes effectively.295 In response to these emerging 
threats, states, private organizations, and academic institutions are allocating substantial 
resources into developing and using similar technologies aimed at CT efforts. However, 
significant concerns regarding the responsible use of advanced technologies exist. Issues 
surrounding compliance with fundamental human rights, proportionality in action, potential 
weaponization of the technology, and adherence to national and international laws—
especially humanitarian law—come to the forefront. As AI and other emerging technologies 
continue to develop, they raise pressing questions about legal liabilities, the protection of 
personal data, and the urgent need for international collaboration to address challenges.

As such, this chapter discusses the multifaceted challenges the use of AI in CT poses from 
diverse perspectives, including legal frameworks and regulations. In this context, besides 
the basic concepts and scope, this chapter will explain the applications and benefits of AI 
in counterterrorist operations. Then the chapter addresses legal frameworks and regulations 
regarding privacy issues, data-collection and surveillance techniques, discrimination and 
bias, and protection of fundamental rights. Finally, the chapter will include conclusions and 
recommendations on the subject.

The Role of Artificial Intelligence in Enhancing Counterterrorism Efforts
Definition and Scope
When examining the legality of AI in CT, one must first place the examination within 

the wider context of the fight against terrorism. Artificial intelligence is leveraged within 
the law-enforcement triad, which is composed of intelligence, investigation, and prevention. 
However, this is an oversimplification of the various measures devised in response to 
294	 Giuseppe Cascavilla et al., “Counter-Terrorism in Cyber–Physical Spaces: Best Practices and Technologies 

from the State of the Art,” Information and Software Technology 161 (September 2023).
295	 Chinasa Susan Adigwe et al., “The Evolution of Terrorism in the Digital Age: Investigating the Adaptation of 

Terrorist Groups to Cyber Technologies for Recruitment, Propaganda, and Cyberattacks,” Asian Journal of 
Economics, Business and Accounting 25, no. 3 (February 2024).
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terrorist attacks. Comprehensive and intricate CT measures extend far beyond their initial 
scope, permeating various sectors, such as military operations, criminal justice initiatives, 
financial protocols, and societal endeavors. This permeation underscores the profound and 
far-reaching impact of CT efforts, reinforcing the necessity of a nuanced and multifaceted 
approach that effectively incorporates and leverages the potential of AI.

Artificial intelligence in CT is employed throughout the CT framework and is currently 
in use, with cyber defense—a relatively advanced form of AI application representing 
detection, prevention, and response functions—figuring as a particular field of AI use.296 
The proliferation of available tools points to the various ways AI is being used to preempt 
terror threats.297 Measures based on big data include social media monitoring, closed-circuit 
television cameras, and the Internet of Things.298 Facial recognition, biometric identification, 
lie detectors, handwriting and voice analysis, and various technologies—including drones 
and tunnel-detection mechanisms—have been developed and refined for the express purpose 
of preempting terror threats.299 Such tools are repeatedly touted for increasing screening 
efficiency while minimizing false positives typical of attention-fatigued security personnel. 
But these virtues may also present as drawbacks: An over-reliance may lead to the tools’ 
misuse, the segregation of individuals and communities, and the incentivization of state 
surveillance or suppression, particularly during mass gatherings or popular protests.300

The term terrorism, as understood and applied within the scope of international law, refers 
to intentional acts that cause death or other serious harm to individuals. As mentioned in the 
introduction, NATO describes terrorism as “the unlawful use or threatened use of force or 
violence, instilling fear and terror, against individuals or property in an attempt to coerce or 
intimidate governments or societies, or to gain control over a population, to achieve political, 
religious or ideological objectives.”301 Terrorist acts are committed with the specific intention 
of provoking terror in the general population or can produce massacres, mayhem, or other 
significant forms of collective destruction. Such acts can infringe upon fundamental human 
rights and are in direct contravention of obligations arising from the principles of humanity and 
customary international humanitarian law standards. Violent terrorist acts are typically executed 
by non-state armed groups, which can include organized militias and terrorist organizations.302

296	 Madaoui Nadjia, “The Role of Artificial Intelligence in Combating Cyber Terrorism,” Ius et Scientia 9, no. 2 
(October 2023): 212–27.

297	 For the usages of artificial intelligence to prevent or disrupt terror attacks, see chapter 6.
298	 Siva Raja Sindiramutty, “Autonomous Threat Hunting: A Future Paradigm for AI-Driven Threat Intelligence,” 

preprint, arXiv (website), December 30, 2023, https://doi.org/10.48550/arXiv.2401.00286. 
299	 Krisztina Huszti-Orbán and Fionnuala Ní Aoláin, Use of Biometric Data to Identify Terrorists: Best Practice or 

Risky Business? (University of Minnesota, 2020).
300	 Yogesh K. Dwivedi et al., “Artificial Intelligence (AI): Multidisciplinary Perspectives on Emerging Challenges, 

Opportunities, and Agenda for Research, Practice and Policy,” International Journal of Information Management 
57 (April 2021).

301	 “NATO’s Military Concept for Defense Against Terrorism,” North Atlantic Treaty Organization, August 19, 
2016, https://www.nato.int/cps/en/natohq/topics_69482.htm. 

302	 Tamás Pék, “Overview of the Definitions of Terrorism in International Criminal Law,” Magyar Rendészet 22, 
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In recent years, AI has increasingly been used to combat terrorism, but one must note, as 
seen in many instances, the development and application of such technologies do not exist in 
a vacuum. The legal landscape surrounding CT efforts is shaped by various instruments. Two 
of the most non-binding tools in countering terrorism are the UN Global Counter-Terrorism 
Strategy and the Code of Conduct for Law Enforcement Officials. As soft-law tools, these 
documents do not possess the same level of legal obligation as traditional laws, but they 
nonetheless carry normative weight and influence the behavior and actions of states and other 
international actors. Additionally, legally binding (that is, hard-law) instruments exist, such 
as the UN Security Council resolutions, the protocol to the Convention for the Suppression 
of Unlawful Acts Against the Safety of Maritime Navigation, Protocol for the Suppression of 
Unlawful Acts Against the Safety of Fixed Platforms Located on the Continental Shelf, and 
the protocol’s subsequent amendments.303

These international legal instruments provide a framework for cooperation between 
nations and set standards for using AI technologies in a CT context. Member states are 
urged to ensure necessary measures and institutional frameworks are in place to implement 
these documents’ relevant provisions effectively. Nonetheless, formal international treaties 
specifically designed to regulate international cooperation in terrorism investigations and 
prosecutions remain scarce, highlighting a gap within the international legal system that may 
hinder comprehensive CT efforts. The ongoing evolution of both the nature of terrorism 
and the methods employed by those who perpetrate terrorist acts necessitate a continual 
reassessment and refinement of legal definitions, obligations, and frameworks tailored to 
address the complexities modern terrorism presents.304

Applications and Benefits of AI in Counterterrorist Operations
Artificial intelligence possesses a remarkable potential to be harnessed in myriad 

ways to counter terrorism effectively. The applications of AI are invaluable, as they save 
essential human resources while simultaneously providing enhanced efficiency and overall 
effectiveness to law enforcement agencies, CT practitioners and the military, as well as 
various security institutions.305 Below are a few possible methods by which AI could be 
actively leveraged in CT operations to ensure safety and security.

Cyberintelligence and Security
Artificial intelligence can play a critical role in protecting and safeguarding important 

networks and systems. By implementing automated cyberspace-defense operations that 
use advanced AI technologies, agencies can monitor, store, preprocess, analyze, verify, 
303	 Fionnuala Ní Aoláin, “‘Soft Law’, Informal Lawmaking and ‘New Institutions’ in the Global Counter-Terrorism 

Architecture,” European Journal of International Law 32, no. 3 (August 2021): 919–42.
304	 Cristina Ejova, “International Cooperation for Countering Terrorism Within the UN: Theoretical-Empirical 

Aspects,” Center for Economic Studies Working Papers 15, no. 2 (2023).
305	 For a project that employed artificial intelligence to provide advance warning of insurgent attacks in Afghanistan, 
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and take decisive action on cybertraffic in an automated manner, accomplishing tasks in 
close to real time.306 Artificial intelligence–based software solutions significantly bolster 
both the defensive and offensive operations of CT initiatives with a high level of efficiency, 
tailored specifically to the resources available and the capabilities required. Furthermore, ML 
algorithms can mine through datasets to identify and assess potential security risks.307

Virtual Border Agents
The use of AI can profoundly enhance the effectiveness and abilities of physical border 

agents by employing innovative kiosks that are integrated with cutting-edge biometric 
technologies, advanced image-recognition capabilities, and sophisticated voice-analytics 
systems. Such systems could be developed and deployed at primary inspection points and 
may even include functionalities related to license plate photo collection and storage.308 
Additionally, AI can be strategically deployed to furnish real-time information to border 
patrol or law enforcement officers regarding red-flag alerts by swiftly comparing and 
verifying information against established threat databases in real time. This technology could 
be further refined to screen, evaluate, and detect various types of potential threats and risks 
associated with individuals, baggage, and cargo as they cross international borders.309

Legal Frameworks and Regulations
Privacy Issues
When data is taken without explicit consent, the potential for downstream AI applications 

to breach important privacy practices, violate fundamental human rights tenets, and infringe 
upon the essential principle of fair data processing outlined in various legal frameworks 
becomes evident. The rights concerning data, from both the perspective of privacy (that is, fair 
data-collection practices) and the rights of data subjects to control their data, are significantly 
impacted. As described in Chapter 6, effective intervention in the terrorist planning cycle can 
expose otherwise private or protected information. So, worryingly, multiple actors—many 
of whom are not directly involved in the original data-collection process—must interact 
and share sensitive information in any AI solution that could predict outcomes or provide 
preventive measures. This complex interaction occurs within a data chain that stretches from 
the initial data-collection phase to subsequent data processing, which includes meticulous 
analysis and ultimately enables real-world responses and actions.

The data subjects themselves are recognized as stakeholders in the processing of their 
data, and consequently, are stakeholders in ensuring essential tasks (such as effective data 
306	 Romil Rawat et al., “Artificial Cyber Espionage Based Protection of Technological Enabled Automated Cities 

Infrastructure by Dark Web Cyber Offender,” in Intelligence of Things: AI-IoT Based Critical-Applications and 
Innovations, ed. Fadi Al-Turjman et al. (Cham Springer, 2021): 167–88.
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management and the provision of data traceable information) as well as rights (such as the 
right to be informed about the collection and use of their data) that allow them to control their 
personal data are managed accordingly. On the other hand, for example, the requirement for 
CT practices to remain secret at least up to a certain time may conflict with the right to be 
informed about data processing. Experience from intelligence-led crime-prevention initiatives 
shows effective solutions require sharing and using what constitutes authoritative data, which 
encompasses the modalities of subjects to which the data pertains and through which acts need 
careful tracking and monitoring. As the ongoing balancing act between public security interests 
and the potential violation of basic human rights unfolds, the necessity of a paradigm shift 
in technology—as well as a shift in approach—may soon become apparent; this shift will be 
based on the thoughtful design of privacy considerations integrated into AI systems.310

Existing privacy law takes it as a given that data processing will naturally follow data 
collection; this foundational axiom of necessity is predicated upon the understanding a 
compelling reason must exist to gather data in the first instance. For example, the sequence 
from collection to data processing means a clearly defined workflow exists, which effectively 
translates the raw data into a collection that can be exploited. The employment of privacy-
protecting technologies could ultimately yield significant benefits for the processing of 
data. Still, importantly, this employment will have broader repercussions for the act of data 
collection itself, the precise quality of the data required for effective real-world responses, 
and the control that is established in analogous rules by the appropriate legitimate authorities 
responsible for collecting such data.

The push for monitoring data collection aims to transform situational awareness and provoke 
beneficial social actions to nurture society. This push is explicitly predicated on the notion 
authorities have access to the relevant data. But the legal restrictions on usage do not always 
provide adequate support for CT operations. For example, in the context of AI in CT, collecting 
and analyzing vast amounts of data raises questions about individual rights and government 
surveillance. Therefore, particularly at a national level, one expects the proper public authority 
that has been assigned the responsibility of data collection—specifically aiming to safeguard 
economic stability and national security—should typically be protected from all kinds of real-
world liabilities for data processing that may arise as a consequence of their actions.

But the framework for responsible data processing this chapter sets out extends to every 
individual, assistant, and associated party that subsequently has any data collected. For 
instance, ethical guidelines established for the design of trustworthy AI systems formally 
indicate AI technologies ought to strive toward minimizing the asymmetry that exists between 
the vast amount of data readily accessible to the designers and creators of AI systems and the 
comparatively limited data that is made available to the actual users and beneficiaries of said 
systems. Minimizing that asymmetry requires well-structured policies aimed at preventing 

310	 Rowena Rodrigues, “Legal and Human Rights Issues of AI: Gaps, Challenges and Vulnerabilities,” Journal of 
Responsible Technology 4 (December 2020).
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any potential abuse. In essence, regulators should consider AI to be a double-edged sword, 
recognizing AI possesses capabilities that may serve both beneficial and potentially harmful 
purposes.311

Data-Collection and Surveillance Techniques
Data collection represents a crucial—and perhaps the most pivotal—aspect of the development 

and creation of any AI or ML system. The overall quality and the specific data type being used 
greatly influence the functionality and the various application ranges available for the AI or ML 
system being constructed. In many cases, the data AI or ML systems possess is a determining 
factor in both their efficiency and their inherent limitations in application. Such systems inherently 
require large volumes of accurately labeled and structured data to function effectively. This need 
for high-quality data is particularly relevant when AI systems are applied to fields such as natural 
language processing, audio interpretation, and image-recognition technologies.

Moreover, collecting labeled training data from social media platforms—particularly 
those that focus on public profiles—introduces significant concerns regarding fundamental 
freedoms of expression. The practices associated with extracting data from individuals’ 
electronic communications are not without consequence and are typically governed by strict 
privacy regulations. For example, Article 5(1) of the EU Directive on Privacy and Electronic 
Communications stipulates “member states ensure the confidentiality of communications and 
the related traffic data” by means of publicly available electronic communications services. 
In particular, member states must prohibit tapping, storage, or other kinds of surveillance of 
communications without the consent of the users or other legal authorization.312 Furthermore, 
crucially, user consent becomes a necessary requirement for processing certain types of 
information, even when such information is readily available to the public. For instance, the 
fact a person has made his or her phone number publicly available in an advertisement to sell 
his or her house does not constitute a basis for data processing for marketing purposes without 
his or her consent. The dynamics of consent and privacy continue to play an increasingly 
important role in how data is collected, managed, and used, highlighting the complexities 
involved in creating ethical AI and ML systems.313

In various countries around the world, specific legal and societal rules exist that 
explicitly prohibit the collection of publicly accessible information for the purposes of 
surveillance activities.314 This prohibition is particularly notable within the boundaries 
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of the EU, where the Court of Justice has raised significant concerns regarding the 
practices adopted by member states. The court expressly stated member states are not 
permitted to retain traffic and location data in a general and indiscriminate manner, 
except when such actions are enacted in a general or abstract sense. Such data retention 
needs to be conducted with strict regard for the effectiveness of measures to combat 
serious crime.

Although public safety is undoubtedly recognized as an area of broad concern that 
transcends individual national interests, the fact security concerns defined by member 
states are not absolute is essential to note. Retention measures designed to achieve the 
noble goal of public safety must be implemented only in cases where serious crime is 
effectively targeted and addressed. Moreover, other pressing concerns surrounding the 
privacy aspects of data collection involve discussions about corporate responsibility, the 
ethical implications of data usage, and the dynamics of market competition in this digital 
age.315 On the other hand, one should keep in mind the fact that, as the amount of data 
AI is trained on decreases, the accuracy rate of the outputs will also decrease since AI is 
a data-driven technology. In this climate of evolving legal interpretations and corporate 
accountability, the balance between security and privacy continues to be a fierce debate 
among policymakers, legal experts, and the public.

Discrimination and Bias
Artificial intelligence technologies employ advanced statistical methods and big data 

management for automated decision-making, but the technologies risk amalgamating various 
biases. These biases can mirror individual or collective prejudices regarding race, gender, 
age, social status, and other categories, depending on the purpose of the analysis.316 Artificial 
intelligence systems learn to recognize distinctions only within their trained feature sets, 
acting as statistical classifiers generating decisions based on the input data. However, AI 
algorithms struggle to understand the complexities they create through their operations. 
Computer scientists and data analysts implement fairness constraints to address biases to 
ensure consistent error rates across identity groups, aiming for equity in model outcomes.317 
Yet completely eliminating bias is challenging, as it requires models to be blind to critical 
identity factors, raising questions about the implications of such a stance. Advocating for 
unbiasedness does not mean prioritizing prediction accuracy over data context; it suggests 
moral and ethical considerations should inform automated processes. Although automation 
can potentially improve upon human decision-making flaws, this necessitates careful 
selection and curation of data for ML tasks.
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Without any human intervention, AI may produce data with sensitive categorizations 
(such as race or ethnicity) that, if trusted in a counterterrorist response, would create a high 
degree of social—not to mention international—tension. This conundrum has long been 
recognized as the bias in, bias out problem. In short, if highly biased data is inputted into 
a data model and used to predict outcomes, those outputs (in this case, patterns associated 
with terrorism) are inherently biased.318 A classic example is the selection of data linked 
to dangerousness when ranking individuals for criminal reoffending categories. If race 
is included, even if indirectly, the model itself becomes tainted, unreliable, and illegal. 
Therefore, discrimination in AI—currently focusing on race, ethnicity, and gender, for 
example—must be made fully transparent, and models must be used to manage this bias 
over an AI system’s life cycle.

As a result, the promotion of trust in AI is a difficult balancing act. A need to ensure a well-
understood threshold for permissible interference with bias in subjective social categories exists. 
That threshold must emerge from an open, consultative, and evidence-rich process, balancing 
prohibited bias. In CT, the concept of unacceptably biased, defective models must be transparent 
for accusation and defense and must not be the legal responsibility of the stakeholder, but much 
of society has to invest in protection. Criminal law needs to communicate clearly and with 
an appropriate level of detail the types of, and thresholds for, biased behavior that are legally 
impermissible and the types of protection that must be expedited.319

Protection of Fundamental Rights
The application of AI in the context of CT must respect fundamental rights and freedoms, 

in particular the right to personal data protection in accordance with the principle of 
necessity and the principle of proportionality. The principle of necessity means all actions 
in the process should be necessary for the purpose of data processing, whereas the principle 
of proportionality requires only personal data adequate for and relevant to the purposes of 
the processing be collected and processed. In accordance with applicable data-protection 
legislation and the principles of necessity and proportionality, the collection of personal data 
is limited in terms of purpose (that is, the identification and decoding of suspects) and should 
only occur if appropriate safeguards are implemented.

International human rights law has established states have a fundamental duty to 
protect and promote the right to freedom of expression.320 This vital right encompasses 
the ability to seek, receive, and impart information and ideas of all kinds, without 
regard to frontiers, and through any medium available. Protection is deemed necessary 
318	 Emma Lisa Bicknese, “Beyond the Algorithms: Evaluating the Risks of Deploying Machine Learning in 

Domestic Counterterrorism” (master’s thesis, Charles University, 2022).
319	 Itiel Dror, “Cognitive and Human Factors in Expert Decision Making: Six Fallacies and the Eight Sources of 

Bias,” Analytical Chemistry 92, no. 12 (June 2020): 7998–8004; and Vanessa Meterko and Glinda Cooper, 
“Cognitive Biases in Criminal Case Evaluation: A Review of the Research,” Journal of Police and Criminal 
Psychology 37 (2021): 101–22.

320	 “International Bill of Human Rights: A Brief History and the Two International Covenants,” United Nations, 
n.d., accessed November 19, 2024, https://www.ohchr.org/en/what-are-human-rights/international-bill-human-
rights. 
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to uphold the right to freedom of expression, which is integral to the functioning of 
a democratic society and the related right to freedom of association. Moreover, the 
European Convention on Human Rights goes further by categorizing specific types of 
speech, including incitement to violence, promotion of extremist content, glorification 
of terrorism, and forms of historical negationism (where individuals falsify or distort 
the historical record) as categories that are fundamentally incompatible with the core 
democratic principles against which the convention aims to safeguard. These designations 
reflect a careful balance between protecting individual rights and ensuring the integrity 
of democratic societies.321

In 2021, the Council of Europe clearly indicated the use of AI to combat the widespread 
dissemination of terrorist content found online was necessary and vital in today’s digital 
landscape. The live broadcast of the terrorist attacks targeting two mosques in Christchurch, 
New Zealand, on March 15, 2019, and the difficulty social media platforms faced in preventing 
the rapid spread of the images, is a good example of the need to use AI in combating 
online terrorist content. Indeed, the EU implemented the Regulation on Addressing the 
Dissemination of Terrorist Content Online (EU Regulation 2021/784), adopted in 2021, to 
ensure the rapid removal of terrorist content after the Christchurch attacks. But again, the 
Council of Europe emphasized the importance of exercising caution, so as not to overblock 
content or inadvertently lead to censorship, which could impose severe limitations on the 
fundamental right to freedom of expression.322

AI technology must be employed exclusively for the purpose of detecting illegal or 
harmful content. Following detection, human decision-making processes must be applied 
to assess whether illegal or harmful content should be removed or access to such content 
should be blocked altogether. This perspective was reiterated later in 2021, when experts 
once again recommended algorithms, along with automated filtering systems used to screen 
online content, should be carefully developed and operated in close collaboration with the 
appropriate competent authorities323. Additionally, these mechanisms must be consistently 
monitored by the appropriate authorities and operate transparently under regulatory oversight 
to ensure accountability and fair practices.

321	 Wolfgang Benedek and Matthias C. Kettemann, Freedom of Expression and the Internet, 2nd ed. (Council of 
Europe, 2020); and Rikke Frank Jørgensen and Lumi Zuleta, “Private Governance of Freedom of Expression on 
Social Media Platforms,” Nordicom Review 41, no. 1 (March 2020): 51–67.

322	 Cristos Velasco, “Cybercrime and Artificial Intelligence. An Overview of the Work of International Organizations 
on Criminal Justice and the International Applicable Instruments,” ERA Forum 23 (2022): 109–26.

323	 Brahim Zarouali, Sophie C. Boerman, Claes H. de Vreese, “Is this recommended by an algorithm? The 
development and validation of the algorithmic media content awareness scale (AMCA-scale)” Telematics and 
Informatics, Vol. 62, 2021, https://doi.org/10.1016/j.tele.2021.101607. (https://www.sciencedirect.com/science/
article/pii/S0736585321; David B. Larson, Hugh Harvey, Daniel L. Rubin, Neville Irani, Justin R. Tse, Curtis P. 
Langlotz, “Regulatory Frameworks for Development and Evaluation of Artificial Intelligence–Based Diagnostic 
Imaging Algorithms: Summary and Recommendations”, Journal of the American College of Radiology, Vol.18, 
Issue: 3, pp. 413-424, (March 2021). 
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Conclusion and Recommendations
The rapid and ever-growing dissemination of AI technologies reveals a complex and 

intricate set oflegal challenges that are emerging in our society today: challenges we can 
no longer afford to ignore. Legal issues associated with AI, when considered individually 
or assessed in a multifaceted combination, could significantly put at risk the fundamental 
and essential rights of various individuals across a diverse demographics that make up our 
global community. This risk is present in the specific context of pressing issues related 
to CT and extends to a much broader and wider spectrum of human rights concerns that 
impact everyone. Indeed, pervasive legal challenges are perhaps gravely more concerning in 
their potential to infringe upon fundamental rights than any possible increment in security 
advanced AI systems could provide to society as a whole. Moreover, the implications of legal 
challenges are profound and far-reaching, insinuating a deeply rooted potential for abuse in 
the application of powerful AI technologies.

As such, policymakers, lawmakers, and society at large must engage in thorough 
discussions and practical reflections on how to navigate emerging legal complexities while 
safeguarding human rights. The balance between innovation and individual freedoms must 
not be overshadowed by the rush to implement AI solutions, as failure to attend to that 
balance may lead to unintended and dire consequences. Therefore, establishing clear legal 
frameworks and ethical guidelines that govern the use of AI in CT efforts is crucial. These 
guidelines will ensure while we strive for effective security measures, we also uphold the 
fundamental rights of individuals and promote transparency in AI applications.

The potential capabilities of AI, in terms of carrying out large-scale disinformation 
campaigns or steering remotely guided weapons systems, create a growing threat of 
increased inhumanity and acts of violence. The most discussed initiative against this threat 
is the development of complex soft legal protection through certifications, conformity 
assessments, and labeling. But an essential prerequisite is the establishment of overarching 
laws, regulations, and accepted legal, procedural, and forensic standards for ensuring laws 
and regulations’ enforceability. To sum up, in addition to generally enhancing legal norms to 
address the particularities of the use of AI for illegal or otherwise damaging purposes, the goal 
may be achieved via the establishment of common international regulatory standards for the 
use of AI. On top of being rooted in the international legal framework and governmental soft-
law initiatives, the creation of an AI-industry consortium may contribute to the development 
and adoption of a certification and conformity assessment in the interests of the technology 
industry.

As a general measure against all the risks brought about by AI technologies discussed 
in this chapter, licensing and certification requirements may be imposed on governments, 
manufacturers, installers, operators, distributors, users, service providers, system integrators, 
and online platforms of AI systems that are particularly susceptible to terrorist abuse. 
Introduction to the market, access to AI tools or services, and the tools’ or services’ continuous 
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use should be regulated. Strict minimum requirements for beneficial use should exist. An 
entity should be allowed to use an AI application only after the entity has fulfilled at least the 
minimum requirements. Governments should be responsible for setting the system and use 
requirements by type.

Last but not least, information and transparency are key elements in the fight against 
terrorism. Efficient cooperation between states and international organizations is of great 
importance so those involved in investigations, as well as judges and prosecutors, always 
have updated knowledge of the technological solutions, knowledge of the available tools 
and methods, and the necessary cooperation to carry out an efficient investigation, ensuring 
all relevant authorities evaluate the implications of the case at hand. Therefore, promoting 
continuous cooperation on procedural and technical aspects and coordinating actions to 
address the criminal use of information and communication technologies, including AI, is 
essential.
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CHAPTER 8

Conclusion 

Major Brennan Deveraux and Dr. C. Anthony Pfaff293

*

Introduction
It is difficult to predict the impact of emerging technologies on security. As described 

in this volume, that impact is a function of competing actors seeking advantage over the 
other. That means that for every advancement, another one aims to neutralize it. The result 
is an ongoing evolution of new and distinct technologies. Each leap forward in capability 
prompts a corresponding response from adversaries looking to counter new threats or exploit 
new vulnerabilities. For example, while advancements in artificial intelligence enhance 
surveillance and predictive policing, they also raise concerns about privacy and potential 
misuse by malicious actors. As security technologies evolve, so do the tactics and strategies 
employed by terrorists and criminals, necessitating a continuous cycle of adaptation and 
counter-adaptation​. Within that cycle, the interplay of technological advancements can create 
unforeseen vulnerabilities since innovation in one area may inadvertently create opportunities 
for exploitation in another​.

Managing that complexity requires proactive strategies in developing and deploying 
security technologies, ensuring they are resilient against emerging threats while adhering 
to ethical standards and public safety considerations. However, most AI expertise and most 
terrorist targets reside in the public sector, suggesting that integrating AI into counterterrorism 
operations requires a whole-of-society approach. This approach involves continuous 
collaboration between governments, technology companies, and civil society to address root 
causes, ensure ethical practices, enhance information sharing, and adapt to evolving threats. 
This comprehensive approach is crucial for creating a resilient alliance to counter terrorism 
effectively. What follows summarizes this volume’s insights into what such an approach 
might consider and constitute.

*	 The information and views expressed in this publication are solely those of the author and do not 
necessarily represent the views and policies of NATO, COE-DAT, NATO member states or institutions 
with which the author is affiliated.
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AI and Terrorism
Artificial intelligence can potentially transform how terrorist organizations operate, 

providing new means for conducting disruptive actions, sowing distrust, and discrediting 
governments. More importantly, emerging technology can enable extremists to scale up 
the impact of their actions with a relatively low investment requirement. One example 
would be manipulating a large language model (LLM), allowing terrorists to have tangible 
effects on NATO operations with minimal risk, time, or financial commitment. Terrorist 
organizations conducting LLM-enabled influence and hacking campaigns that leverage 
prompt injects or reverse engineering can cause physical damage to critical infrastructure 
and a breakdown in military logistics that can disrupt the flow of military forces supporting 
a crisis. Any of these actions, conducted in isolation or combination, could weaken a NATO 
member’s credibility and potentially put the Alliance at risk if conducted in conjunction 
with a broader attack.  

Global outreach is another way AI may enable terrorist organizations to increase 
their impact. Artificial Intelligence modeling can enhance the already effective use of 
online platforms for recruiting and financing—fundamental components for terrorist 
organizations. Specifically, AI can help these organizations find potential recruits and 
craft targeted messages for individuals and groups. This effort can significantly increase 
online radicalization and small donation funding. Consequently, AI can enable terrorist 
organizations to outsource a significant portion of the work needed for a terror event, 
including planning, coordinating, and, most importantly, execution. Given this possibility, 
there may well be a shift at the organizational level toward more of a business or enterprise 
model, fundamentally reducing the risk to terrorist leadership. Outsourcing the labor would 
also provide an extra layer of deniability, which is critical for state-sponsored terrorist 
activities. This global reach and organizational adjustment can potentially revolutionize 
terrorist activities.

This global reach also allows terrorist organizations to sow discord more broadly and 
efficiently, something AI tools can significantly amplify. While social media platforms have 
long been an operating environment for malicious actors, generative AI provides a new tool 
for terrorists in this digital battlespace to exacerbate existing tensions and cause doubt inside 
targeted populations. All of this adaptation is made more effective if the terrorist organization 
has access to personal data, allowing it to tailor messaging to specific audiences with a 
predisposition to accept the information transmitted by the group. 

The emerging approaches to this information campaign fit into three categories. 

●	 The first category is automated propaganda: generative AI can create believable 
stories and news headlines in massive quantities. Supporting AI systems can distribute 
this propaganda and other disinformation to target audiences. The propaganda can 
also reinforce and amplify more conventional terrorist activities, dominating the 
information space in the aftermath of planned terror events. 
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●	 The second category is deep fakes: AI allows terrorists to create images or videos 
that appear real, allowing them to replicate a government or military leader doing or 
saying something inflammatory, discrediting, or misleading. These fake videos fan 
the flames of current tensions and put truth into question and can drown out important 
information with noise. 

● Finally, AI-based user profiles can amplify the propaganda and deep fakes from the 
first two categories. Fake profiles that interact with each other and with real profiles 
can spark heated online debates, reinforcing narratives to increase audience size and 
perceived support that can mobilize an online group to physical action like a protest. 
Together, these approaches to leveraging AI give terrorist organizations a distinct 
advantage in the critical information arena. 

It is unclear whether AI integration will truly revolutionize terrorist activities. Still, the 
potential of emerging technology to shift how a terrorist organization operates is something 
that NATO must better understand and address. Overall, while AI may not make terrorism 
inherently more violent, it may allow smaller groups of individuals to operate on the global 
stage with a significant impact, all while reducing the corresponding burden of resourcing, 
personnel requirements, and risk to the leadership. Nevertheless, terrorists are not the only 
actors who can adapt alongside technological innovations.

Artificial Intelligence and Counterterrorism
Emerging technologies may provide terrorists with a new means of organizing and 

conducting business, but the same is true for counterterrorist organizations. However, 
counterterrorism planning and operations adjustments are inherently more complex as 
they are determined by terrorist action. Counterterrorism actions are linked to those they 
are designed to prevent, whether anticipating an event, responding to an actual event, or 
managing post-event consequences. Nonetheless, there are overarching adaptations that 
NATO can make to embrace AI as a counterterrorism tool and respond to the changing nature 
of terrorist activities better. 

If AI is revolutionizing terrorist affairs, NATO members need to be prepared to 
revolutionize counterterrorism affairs. Readiness involves adopting advanced technologies, 
rethinking existing strategies, and fostering collaboration across multiple sectors. As terrorist 
organizations increasingly leverage AI for recruitment, propaganda, and planning, NATO 
must develop AI-driven countermeasures that enhance intelligence sharing, predictive 
analytics, and operational response capabilities​. What follows are specific recommendations 
based on the information provided in this volume NATO and its members can take to address 
any revolution in terrorist affairs.
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Create Shared Understanding
Before NATO can assess the impact of AI on counterterrorism efforts, it must create 

a shared understanding of AI and its uses. At the most fundamental level, obtaining this 
understanding means expanding research projects and solidifying important definitions in 
unambiguous language. Planners and decision makers need to understand AI’s technical 
capabilities and how rapidly it is developing. Within that assessment, however, there must 
also be limitations. Expectation management is vital to policy development and will help 
shape supportive decision making. For example, many may consider the cost of developing 
an AI system to anticipate terrorist activities to be as simple as buying an algorithm. In 
reality, not only would such a system need to be trained by technical experts and require 
relevant and properly curated data, but it would also necessitate a complex and intensive 
maintenance process that would likely involve expensive outsourcing. 

Any NATO policy for employing AI as a tool against terrorism must be formed around 
a shared understanding of its iterative nature and clearly articulate an expectation that 
development must continue through peace and conflict alike. Maintaining an AI model 
during operations was one of the highlights of the Raven Sentry case study, in which the 
author acknowledges that upkeep and improvement of their AI model was time consuming 
and personnel intensive. In this context, while the systems may reduce the human burden 
in certain instances, they also create others. Another aspect of expectation management 
concerns results. Artificial Intelligence systems learn as they are employed.. For example, 
at the outset of its employment, a targeting system may be able to identify relatively simple 
targets, such as buildings or equipment associated with a terrorist organization. Over time and 
with more data, the same system will be able to identify more complex patterns associated 
with terrorist operations and other activities. This ability, however, creates another task for 
humans— guiding the development of more complex pattern identification.

Assess Threats
Counterterrorism planning and operations would also benefit from using AI to create a 

detailed assessment of the current threat that terrorism poses. This process begins by building 
and establishing an agreed-upon taxonomy of terrorist activities. The initial data set would 
provide any AI-based counterterrorism product with a systematic classification tool, which 
would serve as the foundation for understanding potential incidents. Once complete, the 
subsequent creation of a known-threat database—to include existing intelligence on active 
terrorist cells and historical data for major groups—would provide a data baseline that could 
allow AI to identify how the threat landscape has changed and is continuing to change as 
emerging technologies mature. 

With a database created, analysts can run a “what is possible” simulation to explore new 
vulnerabilities and identify target categories that may be accessible and high-impact areas for 
terrorist attacks. This assessment helps shape the narrative regarding a shared understanding 
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of the current risks and the over-the-horizon threats. Such an assessment can strengthen 
NATO’s strategic foresight and blunt the surprise factor of terrorist use of this emerging and 
disruptive technology. 

Protect Vulnerabilities
Protecting vulnerable areas is one of the major challenges of conducting counterterrorism 

operations. With the terrorist threat evolving through the novel application of emerging 
technologies like AI, so must the protection of vulnerabilities. While physical infrastructure 
and populated areas remain potential targets, the integration of AI and the growing 
societal reliance on data means that more vulnerabilities now exist in the digital realm. 
Consequently, counterterrorism efforts must focus on protecting data. To return to the 
LLM example, if there is a known vulnerability regarding prompt injects, counterterrorism 
organizations should red-team these vulnerabilities and establish alert mechanisms to warn 
against attacks. 

Out-Innovate
The most straightforward recommendation for NATO counterterrorism comes from 

this basic concept: out innovate  the terrorists. Innovating and adapting is a constant 
battle, with each actor seeking a relative advantage. As one organization progresses and 
takes new approaches, the other adapts to nullify any new advantage. Counterterrorism 
programs can better codify the recommendation to out innovate by setting the conditions 
for a culture of innovation, a significant challenge in a large bureaucracy. Drawing on the 
shared understanding of the threat should provide the sense of urgency needed to spur 
change.

There are three ways for NATO to foster a culture of innovation and capitalize on 
emerging AI counterterrorism capabilities. First, it must examine where barriers to 
innovation exist within the NATO framework, particularly regarding reliance on civilian 
companies, intellectual property, and licensing agreements. Second, it should invest in a 
technologically skilled workforce and create resident knowledge within counterterrorism 
organizations. Finally, it should focus on rapid dissemination. The most significant 
hurdle with multination intelligence operations is timely information sharing. Actioning 
intelligence to disrupt a potential terrorist attack may require an immediate response. 
However, if the intelligence that triggered the action is classified, it will limit how quickly it 
can be shared and with whom. The ongoing conflict in Russia-Ukraine War has highlighted 
the value of open-source intelligence. While all intelligence gathered can be augmented and 
validated through classified means, developing AI programs that rely solely on unclassified 
information and commercial systems allows for simplified communication procedures that 
speed up reaction time.
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Anticipate
The most important function AI can support for NATO counterterrorism efforts is 

predictive analysis, which is the ability to anticipate the next terrorist event, whether a 
recruiting effort, funding engagements, or an attack. In recent years, the most challenging 
factor in conducting analysis has transitioned from needing more information to having too 
much information for analysts to process. By focusing on human-machine teaming, AI can 
enhance what analysts are already trained to do: AI algorithms can process large amounts of 
data and provide smaller focus areas so human experts can apply their expertise more quickly 
and efficiently. For example, Raven Sentry used environmental factors, open-source imagery, 
news reports, and social media posts to predict threat areas, upon which it recommended 
analysts devote the most time.

Using AI can amplify human analysis in numerous complementary ways. First, it allows 
a more holistic perspective on ‘influence data sets’, drawn from previous terrorist attacks 
discussed in Chapter 5, like political instability, weather, or proximity to an anniversary or 
important date. Next, it can assess terrorist attacks across the full range of the attack planning 
and execution process, from recruiting actors to exploiting the results. Artificial intelligence 
can identify and piece together subtle signs that might individually seem insignificant but, 
when viewed more broadly across the range of terrorist functions, indicate a potential attack. 
By analyzing data in ways humans cannot interpret, AI systems could discover new patterns 
and identify indirect correlations that potentially improve efforts to disrupt or prevent attack 
planning.

Engage
While counterterrorism is inherently responsive, AI provides unique opportunities to go 

on the offensive and weaken terrorist capabilities in the information space before they come 
to fruition. NATO can design AI systems to identify and attribute websites and social media 
accounts to bad actors. Additionally, AI could develop models that recognize behaviors of a 
group based on their language, grammatical style, message content, ideological stance, and 
potentially lower-level digital information, such as the physical location of the web server 
and the geographic region associated with their IP address. Leveraging this kind of data, 
counterterrorism organizations can create their own AI-based user profiles that undermine 
social media posts, challenge terrorist messaging, infiltrate terrorist-targeted groups, and 
directly counter the narratives of malicious entities.

Establish Ethical Guidelines
In the late 1700s, the English philosopher Jeremy Bentham devised a prison design 

he called the panopticon.294 The panopticon is a system of control that places guards in 
a tower in the center of the prison, which is ringed by the prisoners’ cells. The guards 

294	 Jeremy Bentham, The Panopticon Writings, Miran Bozovic, editor (London: Verson, 1995), 29-95, https://ics.
uci.edu/~djpatter/classes/2012_01_INF241/papers/PANOPTICON.pdf. 
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can always see the prisoners, but the prisoners can never be sure whether the guards are 
watching them. However, because of the tower’s position, they always have reason to 
believe they are being observed. Consequently, they would conform their behavior to the 
guards’ wishes. The French philosopher Michel Foucault seized on the idea as a metaphor 
for institutional power that induces conformity. Technology has transformed metaphor into 
digital reality.295 

Artificial intelligence only exacerbates this effect. It allows for more effective data 
collection and makes “judgments” about data that humans, especially those being surveilled, 
may not completely understand. That is a problem for citizens because they do not know what 
data to protect. The use of AI in surveillance is also a problem for governments because, as 
discussed in Chapter 7, models may be prone to bias in the data, and operators may be prone 
to trusting the model, even when they should not. Due to the “panoptic gaze,” individuals 
alter their behavior when they believe they are being watched, and in Foucault’s view, they 
do so to comply with what they think the watchers want from them. Thus, mass surveillance 
technologies compel anonymity and caution regarding how communications technologies 
are used. It also causes a pervasive sense of vulnerability precisely because they are certain 
they are being watched but are uncertain how they should behave. As discussed in chapter 
3, when it comes to personal information, persons under the panoptic gaze are unsure what 
they should protect and how. While forcing persons into such anonymity is harmful, it is 
also somewhat self-defeating, as it incentivizes behavior that undermines the surveillance’s 
effectiveness. Infringing on others’ autonomy in a self-defeating way is unethical and 
irrational. Finding a way ahead thus requires collecting intelligence in a way that respects 
other’s autonomy.296

Developing and using AI systems for predictive analysis, particularly regarding 
leveraging personal information, creates potential ethical issues. It is highly likely that 
for the envisioned AI platforms to disrupt terrorist organizations, the systems will need 
access to private data. An age-old tradeoff exists between privacy and security, one that 
responsible actors must balance. The potential abuse or misuse of AI for surveillance 
technologies is bound to raise significant concerns among NATO member populations. 
Consequently, NATO must strike a balance between innovative security measures and 
privacy considerations, something NATO can address by codifying and maintaining 
principles for ethical AI use.

295	 Michel Foucault, Discipline and Punish: The Birth of the Prison, Alan Sheridan, trans, (New York, NY: Vintage 
Books, 1978),199.

296	 Ross W. Bellaby, The Ethics of Intelligence: A New Framework (Routledge, 2014), 77.
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Conclusion

Integrating and employing AI systems related to terrorism and counterterrorism will 
develop based on the fundamental conflict principle of action, reaction, and counteraction. 
The resulting evolution for terrorist and counterterrorist organizations will be difficult to 
predict, much less manage. Terrorists will attack at unexpected times and places and will 
use unexpected means. When counterterrorists respond, they must consider the intended 
effect on terrorist organizations and on the societies they defend. The use of AI and data-
driven technologies risks undermining the democratic foundation on which these societies 
rest. There are, of course, mitigating measures counterterrorists can take. For example, 
frameworks prioritizing transparency, accountability, and data privacy can help mitigate 
potential misuse while enhancing public trust in these technologies​.

Additionally, ongoing training and education for law enforcement and security personnel 
about AI’s ethical implications and limitations are crucial to avoid biases and ensure 
equitable application​. By integrating ethical considerations into the development lifecycle of 
AI systems, stakeholders can better navigate the challenges posed by evolving threats while 
promoting a balanced approach that safeguards security interests and civil liberties. This 
holistic strategy addresses immediate security needs and lays the groundwork for sustainable 
and ethical advancements in AI technologies.​

Artificial intelligence may provide the tools to revolutionize terrorism, but the initial 
action, the catalyst for change, and the important paradigm shift have yet to occur. Still, 
counterterrorism organizations can take proactive steps to blunt future AI-enhanced terrorist 
actions and use simulations to prepare to counter future threats by identifying vulnerabilities 
and creating a culture conducive to innovation. If NATO heeds the recommendations 
provided here, it can begin developing and leveraging simple to advanced AI generative and 
predictive capabilities to gain the necessary edge to disrupt, deter, or defeat the elusive but 
always looming next terrorist attack.
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